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CHAPTER 1: INTRODUCTION 

Problem Statement 

Snow and ice accumulation on bridge decks significantly reduces roadway safety, increases traffic 

delays, and accelerates deterioration of bridge infrastructure. The most widely used deicing 

method involves salts and chemical agents. However, these are largely ineffective below -9.4°C 

(15.1°F) and contribute to long-term damage to reinforced concrete (RC) bridges. Salt accelerates 

steel corrosion, reduces reinforcement cross-section, and leads to premature maintenance and 

rehabilitation needs (Granata & Hartt 2009; Yunovich et al. 2003). Bridge decks also face damage 

from thermal stresses, frost action, and early-age cracking, particularly in cold climates. Thermal 

stresses, resulting from restrained movements and thermal gradients, can exceed live load stresses 

and induce cracking (Johnson 2005; Reynolds & Emanuel 1974; Roeder & Moorty 1991; Rojas et 

al. 2014). These cracks permit moisture and deicing chemicals to penetrate, compounding steel 

corrosion and frost-related damage (Wardeh et al. 2011; Babaei & Fouladgar 1997; Johnson 2005). 

Though measures such as air entraining admixtures (Jackson 1944; Tunstall et al. 2021) and 

controlled curing practices (Wan et al. 2010; Deng et al. 2016) are helpful, they often depend on 

environmental conditions and construction quality. 

Recently, new materials and innovative 

techniques such as hydronic heating systems 

have been used to remove ice and snow from 

transportation infrastructure. Several heated 

pavement systems have been proposed 

including electrically heated pavements and 

hydronically heated pavements. Electrically 

heated pavements can be utilized wherever 

electricity is available, however, the high 

voltage required and the high operation cost of 

using electricity discourage the widespread use 

of this system (Fliegel et al., 2010). Using a 

hydronic heating system for removing snow and 

ice from bridge decks has received more 

attention in recent years. Heat can be extracted 

from shallow or deep layers of earth through 

thermo-active foundations or boreholes based 

on mechanisms of heat transfer including 

convection, conduction and radiation (Lund & 

Boyd, 2016; Ghasemi-Fare & Basu, 2016). 

Seasonal variation of ground temperature is 

minimal at a depth approximately 6-9 m (20-30 

ft) below the ground surface (Kusuda & 

Achenbach, 1965). Shallow geothermal loops 

below that depth are, thus, good alternatives to 

piles and wells for harvesting geothermal energy through heat exchange with the ground. 

Geothermal deicing systems, using embedded heat exchanger pipes to circulate ground-sourced 

warm fluid (Figure 1), have been studied and implemented across multiple regions, including 

 

Figure 1. Schematic of Ground Source Heat 

Pump (GSHP) for bridge deck deicing (redrawn 

after Bowers and Olgun, 2014) 
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Switzerland (Eugster, 2007), Oregon (Boyd, 2003; Minsk, 1999), Texas (Boyd, 2003), Japan 

(Yoshitake et al., 2011; Nagai et al., 2009), and China (Chen et al., 2020; Kong et al., 2019). These 

systems offer an effective and sustainable alternative to salt-based deicing, particularly in regions 

with extreme winter conditions. Beyond deicing, geothermal systems may also mitigate concrete 

deterioration. By reducing temperature fluctuations within the bridge deck, they may help prevent 

thermal cracking. Mohammadzadeh et al. (2023) reported up to 20°C lower surface temperatures 

in a geothermal-treated deck compared to a conventional deck, potentially reducing thermal stress 

accumulation. Habibzadeh et al. (2019) conducted a life cycle cost-benefit analysis showing that 

geothermal systems offer long-term economic benefits by preventing corrosion, improving traffic 

safety, and extending bridge service life, despite their higher initial cost. Continued research and 

parametric modeling are needed to optimize these systems across diverse climates and maximize 

both structural and economic benefits. 

Overview 

This study adopts a multidisciplinary approach, encompassing laboratory testing, numerical 

modeling, and machine learning analysis, to evaluate the feasibility of using geothermal energy 

for deicing/cooling transportation infrastructure in Montana (Figure 2). 

 
Figure 2. Research Overview 

Literature Review: A comprehensive literature review was conducted to understand the current 

state of bridge deck deicing practices and the viability of geothermal systems as an alternative 

solution. This included an in-depth examination of previous studies on the use of shallow 

geothermal systems, such as ground source heat pumps (GSHPs), for snow and ice melting in cold 

climates. The review covered both domestic and international case studies, from Switzerland, 

Japan, China, and several U.S. states, that implemented geothermal systems in bridge decks or 

roadways. Technical elements such as piping layouts, thermal performance, construction methods, 

and energy efficiency were evaluated. In addition, deterioration mechanisms in concrete bridge 

decks, particularly those accelerated by freeze-thaw cycles and chemical deicing agents, were 

reviewed to assess the potential durability benefits of geothermal systems. 

Surveys: To contextualize the research within Montana's infrastructure needs, the study included 

a series of surveys with Montana Department of Transportation (MDT) personnel. These surveys 

aimed to document existing deicing and anti-icing strategies used on bridge decks, including their 

effectiveness, associated costs, and operational challenges. Respondents provided insights into 

chemical use, mechanical removal practices, and maintenance schedules, as well as feedback on 

past failures or issues such as joint deterioration and corrosion. This information helped establish 

baseline practices and highlighted opportunities for innovation through alternative methods like 

geothermal heating. 
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Laboratory Testing: A laboratory-scale geothermal bridge deck system was developed to simulate 

real-world thermal behavior under controlled environmental conditions. The test setup involved a 

concrete slab embedded with geothermal heat exchanger tubing and connected to a heat pump. 

Concrete specimens were tested for thermal conductivity and strength, using standard ASTM 

procedures. Experiments were conducted in the Subzero Research Lab using under varying 

ambient temperatures and boundary conditions, with and without geothermal heating. Time-lapse 

images and thermal sensors were used to monitor snowmelt progression, surface temperatures, and 

heat transfer efficiency. These experiments helped validate modeling assumptions and 

demonstrated the practical feasibility of the system. 

Numerical Modeling: A detailed finite element model of the geothermal bridge deck system was 

developed using COMSOL Multiphysics to simulate heat transfer in the slab and surrounding 

environment. The model incorporated boundary conditions for extreme winter scenarios and 

accounted for various parameters, including fluid flow rate, pipe spacing, insulation, and concrete 

properties. Calibration was performed using laboratory test data, enabling the model to reproduce 

observed temperature trends and snowmelt behavior. Subsequently, the model was used to run 

over 2,300 parametric simulations that systematically explored the effects of different design and 

environmental variables on surface temperature, heating duration, and energy efficiency. These 

simulations informed design recommendations and laid the groundwork for system optimization. 

Machine Learning Analysis: To complement the numerical simulations, a machine learning (ML) 

framework was developed to predict bridge deck surface temperatures based on key input 

variables. Two ML models were trained using the synthetic dataset generated from the COMSOL 

simulations. Model 1 focused on predicting time to reach surface temperatures above 0°C, while 

Model 2 was designed for more general temperature prediction under diverse input conditions. 

The models utilized techniques such as regression trees and random forest algorithms, and were 

validated using cross-validation techniques. This data-driven approach enables rapid scenario 

testing and decision-making support for system design and operation in various climates. 

Overview and Outline 

This report is organized into several chapters that collectively address the study's objectives, 

methodology, findings, and conclusions. Chapter 1 introduces the problem statement, provides 

background on the limitations of conventional bridge deck deicing methods, and outlines the 

motivation for exploring geothermal systems. Chapter 2 presents the results of surveys conducted 

with MDT personnel, documenting current deicing and anti-icing strategies, associated costs, and 

operational challenges across Montana. Chapter 3 delivers a comprehensive literature review 

covering the fundamentals of geothermal energy systems, key design components, construction 

methods, and relevant case studies that have implemented ground source heating for bridge and 

roadway applications. 

Chapter 4 details the laboratory testing program, including the design and construction of the 

bridge deck model, concrete mix characterization, and experimental setup used to simulate winter 

conditions and assess geothermal performance. Chapter 5 summarizes the experimental findings, 

focusing on thermal behavior, snowmelt performance, and surface temperature trends under 

varying test scenarios. Chapter 6 describes the development and calibration of a COMSOL 

numerical model, followed by extensive parametric studies that evaluate the influence of key 

system and environmental variables. Finally, Chapter 7 presents a machine learning-based tool 

developed to predict bridge surface temperatures using the results of over 2,300 numerical 
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simulations. The report concludes with a summary of findings, practical recommendations, and 

guidance for future research and potential pilot-scale implementation of geothermal deicing 

systems. 
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CHAPTER 2: SURVEY RESULTS 

To gain insight into the Montana Department of Transportation’s (MDT) current practices, 

challenges, and preferences related to winter road maintenance, a targeted survey was developed 

and distributed to MDT staff. The primary objective of the survey was to assess the effectiveness, 

cost, and operational feasibility of existing deicing and anti-icing strategies, as well as to identify 

unmet needs or pain points that might be addressed by alternative solutions such as geothermal 

heating systems. In doing so, the survey aimed to gather first-hand information on material usage, 

infrastructure performance under winter conditions, and maintenance priorities to inform the 

feasibility analysis of geothermal applications. The survey consisted of three main sections:  

1) Survey of Culvert Maintenance Activities within the State of Montana: The first part was 

designed to assess current MDT practices for mitigating ice jams in culverts, as well as 

strategies identified in the literature. This section included the following questions: 

• What are the fundamental strategies of MDT for culvert maintenance operations in 

winter? 

• Please provide the average annual cost of each technology used. 

• What are the factors used in decisions about which chemicals to use? 

• What are the factors considered in the maintenance of culverts? 

• Please provide an estimate of the average annual maintenance and repair cost due to 

corrosion. 

2) Survey of Road Maintenance Activities within the State of Montana: The second part focused 

on current MDT deicing and anti-icing measures for bridge decks, along with practices 

reported in the literature. This section included the following questions:  

• What are the fundamental strategies of MDT for bridge maintenance operations in 

winter? 

• Please provide an estimate of the average annual cost of each product (e.g. sand, 

chemicals) used. 

• Please provide an estimate of the average annual maintenance and repair cost due to 

corrosion. 

• What are the factors used in decisions about which chemicals to use? 

• Which abrasive materials are being used by MDT? 

• Does MDT have an abrasive clean-up plan in place? 

• How important is entry of abrasives into waterways as a negative aspect of using 

abrasives?  

3) Request for Weather and Crash Dataset: In the third part of the survey, MDT was asked to 

provide the following information:  

• The time histories of the average snowfall accumulation, average temperature, wind 

speed, pavement surface temperature over the period of 2015 to 2020 from 73 stations 

of Road Weather Information System (RWIS). 

• Montana statewide car crashes with snow or ice as a contributing factor. 

The collected information will be used to conduct an economic feasibility analysis, comparing 

geothermal-based deicing and anti-icing systems with the methods currently employed by 

MDT.  
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Current Practice in Montana 

As a first step in comparing the costs of various deicing and anti-icing methods, it is essential to 

understand MDT’s current practices. The first two sections of the survey questionnaire focused on 

the methods currently used by MDT to remove snow and ice from transportation infrastructure. 

Road Maintenance 

As summarized in Table 1, the survey identified the following three activities as the most 

commonly used winter maintenance strategies by MDT: 

• Anti-icing to prevent snow or ice accumulation on the surface before a winter storm 

• Deicing to remove snow and ice during and after a storm 

• Mechanical removal 

The survey results indicated that key factors influencing MDT’s choice of deicing or anti-icing 

materials include material cost, environmental impact, ease of application, effectiveness, 

availability, public feedback, and potential for reducing corrosion. The effectiveness of each 

material depends on variables such as pavement temperature, the depth of snow and ice 

accumulation, and prevailing weather conditions. Prior to a cold-weather event or in its early 

stages, MDT may implement an anti-icing strategy. During a storm, a combination of methods, 

such as snow plowing, sanding, and deicing, is typically employed to clear roads and improve 

traction. When pavement surfaces are heavily covered with snow and fall under a “Low” condition 

classification (as defined in Table 1), MDT generally relies on deicing. Abrasives are most 

commonly used during events involving extremely low temperatures. 

Table 1. Fundamental strategies of MDT for road maintenance operation in winter 

Strategies and Tactics 

Pavement Condition** 

Within-winter weather event 

Pavement Condition** 

After/end-of-winter weather event 

Low1 Medium2 High3 Low1 Medium2 High3 

Anti-icing/Pre-wetting X X X   X 

Deicing X   X   

Mechanical removal alone X X X    

Mechanical removal and abrasive  X X X    

Mechanical removal and anti-icing X X X    

Mechanical removal and deicing X      

** Pavement Condition Categories 

Pavement Condition Pavement Snow and Ice Conditions 
1 Low Conditions 5 and 6 
2 Medium Conditions 3 and 4 
3 High Conditions 1 and 2 

Condition 1: Dry/wet pavement conditions.  

Condition 2: Snow accumulation occurs occasionally. There are patches of ice or packed snow.   

Condition 3: Snow accumulation occurs regularly. Loose snow or slush ranging up to 5 cm (2 inches) are accumulated 

on the pavement surface.  

Condition 4: Snow accumulation occurs regularly. Ice or packed snow with only bare wheel tracks.  

Condition 5: Pavement surface is covered with ice and compacted snow.  

Condition 6: Pavement surface is covered with significant amounts of snow. 

The most commonly used deicing and anti-icing solutions for bridge decks in Montana are salts 

and other debonding chemicals, including Sodium Chloride (NaCl), Magnesium Chloride 
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(MgCl₂), and Potassium Acetate (KAc). According to MDT’s official website, NaCl is primarily 

obtained through seawater evaporation, while MgCl₂ is sourced from the Great Salt Lake. These 

chemicals are applied in both solid and liquid forms. Solid materials are generally more effective 

when sufficient moisture is present on the pavement surface. Two key methods enhance the 

effectiveness of solid chemical treatments: (1) applying them after adequate precipitation and (2) 

pre-wetting the materials. NaCl is the most commonly used dry solid by MDT. Pre-wetting is 

typically performed at the stockpile, in the spreader, or directly at the point of discharge. Liquid 

chemicals, such as NaCl, MgCl₂, and KAc, are also widely used for deicing and anti-icing, but 

their effectiveness diminishes at lower temperatures. Specifically, MgCl₂ and NaCl are effective 

down to approximately -12°C (10°F) and -9.4°C (15°F), respectively. The lowest practical melting 

temperatures of these winter maintenance materials are summarized in Table 2.  

Table 2. The lowest practical melting temperature of winter maintenance materials  

(Frederickson et al., 2005) 

NaCl MgCl2 KAc 

Solid Liquid Liquid Liquid 

-9.4°C (15.1°F) -9.4°C (15.1°F) -12°C (10°F) -9.4°C (15.1°F) 

Previous studies have demonstrated that deicing chemicals negatively impact both the environment 

and infrastructure (e.g. Kelting & Laxon, 2010; Shi et al., 2018). Prolonged use of these chemicals 

significantly increases the maintenance costs of reinforced concrete (RC) bridges. Chemical 

exposure accelerates corrosion of steel reinforcement, reduces the effective cross-sectional area of 

the steel over time, and may ultimately lead to structural failure of RC bridge decks (e.g. Baboian, 

1992; Granata & Hartt, 2009; Virmani et al., 1983; Virmani et al., 1984; White et al., 2005; 

Yunovich et al., 2003). Bridge deterioration remains a critical national infrastructure concern 

(AASHTO, 2008). The annual direct cost of corrosion in U.S. bridges is estimated to range from 

$6 to $10 billion (Koch et al., 2002). When indirect costs are considered, the total economic impact 

may be up to ten times higher (Yunovich et al., 2003).  

Abrasive materials are commonly used for winter road maintenance in extremely cold conditions. 

These materials, such as sand, cinders, ash, tailings, and crushed stone, have been favored for many 

years due to their low cost. Unlike chemical deicers, abrasives do not melt ice; instead, they are 

applied to rapidly increase surface friction. MDT primarily uses crushed stone sourced from local 

gravel pits. However, abrasive use can have several negative environmental and operational 

impacts, including degradation of water and air quality, clogging of drainage facilities, harm to 

wildlife habitats and vegetation, soil contamination, and increased post-winter maintenance costs 

related to roadway and shoulder cleanup (Fischel, 2001). 

Cost of Material 

Information on the costs associated with products used by MDT for winter road maintenance was 

collected in terms of their average annual expenditures: 

• NaCl is $70/ton  

• Salt Brine is $0.32/gallon  

• MgCl2 is $150/ton 

• KAc is $4.66/gallon 
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The survey results indicated that from 2015 to 2020, the average annual cost of winter road 

maintenance materials in Montana was approximately $10.7 million. Estimates for labor and 

equipment costs will be updated in future project reports. In a 2003 case study conducted by MDT, 

the effectiveness of two winter maintenance strategies, anti-icing and deicing, was evaluated 

during a storm event affecting two segments of State Highway 200: the Plains section and the 

Thompson Falls section (Goodwin & Pisano, 2003). On the Plains section, an anti-icing strategy 

was implemented using 11,355 liters (3,000 gallons) of magnesium chloride (MgCl₂) applied 

during and after the storm. In contrast, the Thompson Falls section utilized a deicing approach, 

which involved pre-wetting abrasives with 3,028 liters (800 gallons) of chemicals and applying an 

additional 2,839 liters (750 gallons) of MgCl₂ for deicing. As shown in Figure 3, the pavement on 

the Plains section was bare following treatment, while the Thompson Falls section remained 

covered with ice and compacted snow, indicating the superior performance of the anti-icing 

strategy in this case.  

 
(a) 

 
(b) 

Figure 3. Road surface conditions of (a) Thompson Fall Section (b) Plains Section (Goodwin, 2003) 

As summarized in Table 3, the anti-icing strategy implemented on the Plains section required 44% 

less sand and reduced labor costs by 52%. Although it involved higher chemical usage, the total 

cost per lane mile was 37% lower compared to the reactive deicing strategy used in Thompson 

Falls (Goodwin & Pisano, 2003). These results underscore the cost-effectiveness and operational 

advantages of preventive over reactive winter maintenance approaches.  

Table 3. MDT Winter Maintenance Annual Averages (Goodwin & Pisano, 2003) 

 Thompson 

Falls Section 
Plains Section 

Sand Costs per lane mile $724 $407 

MgCl2 Costs per lane mile $136 $233 

Equipment Costs per lane mile $327 $182 

Labor Costs per lane mile $564 $273 

Total Costs per lane mile $1,750 $1,095 

Culvert Maintenance 

Culverts enable water to flow beneath roadways, preventing water accumulation along 

embankments. However, snow and ice buildup within culverts can reduce their flow capacity, 

leading to flooding and associated economic losses, particularly when blockages persist into the 

spring runoff season. Additionally, ice accumulation can promote the advancement of the freezing 
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front into frost-susceptible subsoil around the culvert, increasing the risk of frost heave in adjacent 

roadway sections. 

"Problematic culvert ice, once formed, is typically removed using heat or other mechanical 

methods. According to the survey, mechanical removal was identified as MDT’s most commonly 

used winter maintenance strategy. While a specific budget for culvert snow and ice removal was 

not available, survey results indicated that the total cost for cleaning drainage structures reached 

$301,659 in State Fiscal Year (SFY) 2020. 

Request for Weather and Crash Dataset 

This section presents a summary of the data collected in the third part of the survey. The data 

includes: (1) the number of car crashes attributed to slippery road conditions between 2010 and 

2019, and (2) weather data recorded at 73 RWIS stations across Montana from 2015 to 2020.  

Car Crashes in Montana 

According to the Federal Highway Administration (FHWA), approximately 5,878,000 car 

accidents occurred annually on U.S. roadways between 2002 and 2012, with 23% attributed to 

weather-related events (FHWA, 2013). Each year, crashes on snowy, slushy, or icy pavements 

resulted in around 1,300 fatalities, over 116,800 injuries, and an estimated economic loss of nearly 

$42 billion in the U.S. (Beran & Wilfong, 1998; FHWA, 2013). In Montana, Table 4 presents the 

number of car crashes between 2010 and 2019 where snow or ice was a contributing factor. The 

data shows that, on average, 5,430 weather-related crashes occurred annually due to slippery road 

conditions such as ice, frost, slush, or snow. While this dataset accounts for all crash locations, a 

more specific estimate, the average annual number of crashes occurring on bridges, is needed to 

support a life-cycle cost-benefit analysis of various deicing and anti-icing strategies.  

Table 4. Montana statewide car crashes due to slippery road surface conditions 

 Ice/Frost Slush Snow Total 

2010 2951 232 2174 5357 

2011 2922 251 2081 5254 

2012 2060 272 1572 3904 

2013 2737 233 1905 4875 

2014 3491 296 2725 6512 

2015 2466 206 2063 4735 

2016 1929 253 1904 4086 

2017 3509 360 2967 6836 

2018 3668 331 2138 6137 

2019 3342 220 3041 6603 

Total 29075 2654 22570 54299 

Average 2907 265 2257 5430 

Accident records from a two-year period (1972–1973) analyzed by Agent and Dean (1976) 

indicated that nearly 8% of all traffic accidents involved bridges. Their study examined 350 

overpasses and 360 underpasses on the interstate and parkway system, counting dual bridges as a 

single structure. The data also showed that the severity of bridge-related accidents on primary and 

secondary highways was comparable to those occurring on the interstate and parkway system. 

Similarly, Habibzadeh-Bigdarvish et al. (2019) analyzed crash data in Texas and found that at least 

8% of all vehicular accidents occurred on bridges due to slippery road surface conditions. Applying 
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this percentage to Montana suggests that approximately 434 vehicle crashes occur annually on the 

state’s bridges. 

Weather in Montana 

Many state transportation agencies have adopted the Road Weather Information System (RWIS) 

to monitor, report, and forecast road-related weather conditions. RWIS provides detailed 

environmental data that support winter maintenance operations for roads and bridges (Al-Kaisy & 

Ewan, 2017). In Montana, there are 73 RWIS stations distributed across the state, as shown in 

Figure 4. Each station is equipped with sensors that measure air temperature and humidity, wind 

speed and direction, pavement temperature, subsurface temperature, and precipitation. In addition, 

each site includes a camera for real-time visual monitoring. A subset of six or fewer stations is 

also equipped with advanced features such as enhanced precipitation sensors, visibility sensors, or 

infrared illuminators to improve nighttime camera imaging (Al-Kaisy & Ewan, 2017). 

 
Figure 4. Locations of MDT RWIS Sites (Map Source: https://roadreport.mdt.mt.gov/)   

The third part of the survey involved the analysis of historical weather data to support the 

evaluation of deicing needs across the state. Time histories of key weather parameters, including 

ambient air temperature, pavement surface temperature, sub-surface temperature, relative 

humidity, wind speed, and average snowfall accumulation, were collected from 73 Road Weather 

Information System (RWIS) stations across Montana for the period of 2015 to 2020. The data were 

averaged monthly over the five-year span to identify seasonal trends and regional climate 

characteristics. Representative examples from the Lookout Pass station near Missoula are shown 

in Figure 5. Figure 5(a) presents the monthly average ambient air temperatures, where the black 

line indicates the mean, and the red and blue lines represent the monthly average maximum and 

minimum temperatures, respectively. The RWIS data indicate that the coldest months during this 

period were typically November through February. In western Montana, the highest temperatures 

were recorded in July 2018, while the lowest occurred in February 2019. The most pronounced 

temperature range was observed in July 2018, with monthly average temperatures varying from 

10.7°C (51.3°F) to 26.7°C (80.1°F).  
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Figure 5. Monthly average weather data for 2015-2020: (a) ambient temperature, (b) relative humidity 

(c) wind speed, and (d) precipitation 

Figure 5(b) presents the monthly average relative humidity in western Montana from 2015 to 2020. 

The data show that relative humidity is highest during the winter months, reaching up to 95% in 

January, while the summer months exhibit significantly lower values, with a minimum of 40% in 

July. Figure 5(c). illustrates the monthly average wind speed over the same five-year period, 

ranging from 4.0 to 7.4 km/hr (2.5 to 4.3 mph). Among the key parameters for designing an 

effective snow melting system is the snowfall rate. Figure 5(d) displays the monthly average 

precipitation, expressed in terms of water equivalent snowfall, at the Lookout Pass station near 

Missoula for the years 2015 to 2020. The data indicate that western Montana experiences higher 

precipitation during the winter months (November to February), with an average exceeding 112 

mm (4.4 inches) in November. In contrast, precipitation levels drop significantly during the 

summer months (June to September), with July averaging less than 7.2 mm (0.3 inches). 

Figure 6 presents the average daily temperatures recorded in five major cities across Montana 

during February 2019: northern  (Figure 6(a)), western (Figure 6(b)), southern (Figure 6(c)), 

eastern (Figure 6(d)), and central (Figure 6(e)) regions. The geographic locations of these cities 

are shown in Figure 4. Overall, temperatures were relatively consistent across the state, with 

slightly lower values observed in the northern region, particularly in Havre. As shown in Figure 

6(a), the lowest ambient temperature in northern Montana during February 2019 was -35°C (-
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31°F), recorded at the Sunburst station. The lowest temperatures observed in the other regions 

were -22.5°C (-8.5°F) in the west, -26°C (-15°F) in the south (Figure 6(c)), -31.5°C (-24.7°F) in 

the east (Figure 6(d)), d -30.2°C (-22.4°F) in the central region (Figure 6(e)).  

 
Figure 6. Average daily temperature during coldest month, February 2019, in (a) Northern (b) Western 

(c) Southern (d) Eastern, and (e) Centeral Montana 

Monthly average ambient air temperatures indicate that July 2018 was the warmest month during 

the 2015–2020 period. Figure 7 presents the average daily temperatures for five major cities 

representing northern (Figure 7(a)), western (Figure 7(b)), southern (Figure 7(c)), eastern (Figure 

7(d)), and central (Figure 7(e)) Montana during that month. Overall, temperatures were relatively 

consistent across the state, with slightly higher values observed in the northern region, particularly 

in Havre. As shown in Figure 7(a), the highest average daily temperature in northern Montana 

reached 37°C (99°F), with the Sunburst Inverness station recording the highest value among all 

selected locations. The peak ambient temperatures recorded in the western, southern, eastern, and 

central regions were 37°C (99°F), 38°C (100°F), 35.5°C (95.9°F), and 35°C (95°F), respectively.  
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Figure 7. Average daily temperature during warmest month, July 2018, in (a) North (b) West (c) South 

(d) East (e) Center of Montata 

Table 5 summarizes the maximum and minimum average daily values for ambient air temperature, surface 

temperature, subsurface temperature, and relative humidity in selected Montana cities (Missoula, Billings, 

Lewistown, Havre, and Glendive) over the 2015–2020 period. It also presents data on maximum snowfall 

rate, total snowfall accumulation, and wind speeds. Surface temperature refers to the temperature at the 

pavement surface, while subsurface temperature represents the temperature approximately 43 cm (17 

inches) below the surface. The data show relatively consistent temperature trends across the state, with 

slightly warmer ambient, surface, and subsurface temperatures observed in western Montana near Missoula. 

In contrast, the lowest temperatures were recorded in northern and eastern regions, particularly near Havre 

(east of Denton) and Cow Creek near Glendive. The highest wind speed, 54.3 km/h (33.7 mph), was 

recorded at the Geyser station near Havre (Northern Montana). 
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Table 5. Average daily weather data obtained for five major cities in Montana 

Area Description Site ID 

Ambient 

Temperature 

(o C) 

Surface 

Temperature 

(o C) 

Sub-Temperature 

(o C) 

Relative 

Humidity 

(%) 

Wind 

Speed 

(km/hr) 

Max Min Max Min Max Min Max Min Max 

Missoula 

Lookout Pass A150000 36.57 -23.57 33.65 -16.93 31.05 -7.96 100 22.00 20.75 

Bearmouth A150002 41.64 -31.89 37.28 -20.98 32.65 -11.26 94.96 9.00 15.17 

Trout Creek A150003 42.78 -28.27 39.04 -17.39 34.48 -8.58 93.00 24.34 9.77 

Ninemile A150005 42.19 -27.52 38.64 -20.66 34.08 -8.86 95.00 27.76 9.3 

Billings 

Yellowstone 

River Bridge 
A263000 40.96 -27.74 38.45 -19.00 31.86 -8.02 90.95 15.94 31.87 

Reedpoint A263001 38.14 -34.11 36.00 -20.69 N/A N/A 98.42 17.07 40.93 

Roscoe Hill A263002 37.22 -26.35 35.35 -18.61 29.76 -9.90 87.70 9.93 33.99 

Arrow Creek Hill A263003 38.82 -26.49 37.41 -16.58 32.92 -6.72 89.00 15.07 34.05 

Aberdeen Hill A263004 38.06 -26.16 36.49 -17.25 30.87 -8.43 100 15.02 42.05 

Hysham Hills A263005 39.724 -29.41 37.97 -17.92 32.26 -6.43 93.69 16.68 28.16 

Lewistown 

East of Denton A268000 40.64 -34.55 38.02 -20.24 31.79 -8.88 95.00 17.00 35.23 

Judith Gap A268001 36.19 -30.12 34.65 -19.09 30.76 -12.75 99.03 17.29 44.05 

Bull Mountain 

Divide 
A268003 37.69 -28.01 36.13 -15.74 33.09 -8.79 100 12.39 44.2 

Hays Site A268004 39.09 -29.56 N/A N/A 28.78 -8.12 92.00 15.85 48.92 

Lewistown 

Divide 
A268005 37.05 -31.45 N/A N/A 29.97 -12.89 99.00 4.18 25.59 

Geyser A268006 39.09 -30.42 N/A N/A 30.01 -10.87 97.59 15.42 46.86 
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Table 5. Average daily weather data obtained for five major cities in Montana (Continued) 

Area Description Site ID 

Ambient 

Temperature 

(o C) 

Surface 

Temperature 

(o C) 

Sub-Temperature 

(o C) 

Relative 

Humidity 

(%) 

Wind 

Speed 

(km/hr) 

Max Min Max Min Max Min Max Min Max 

Havre 

East of Denton A629000 41.11 -38.44 38.34 -23.39 N/A N/A 92.00 14.42 48.10 

Judith Gap A629001 N/A N/A 39.49 -22.51 31.58 -13.09 N/A N/A - 

Bull Mountain 

Divide 
A629002 35.74 -33.71 34.05 -26.00 28.75 -13.35 100 19.92 51.99 

Hays Site A629003 39.78 -33.67 38.19 -21.06 N/A N/A 100 17.36 41.84 

Lewistown Divide A629004 39.15 -35.27 N/A N/A N/A N/A 100 17.96 47.95 

Geyser A629005 38.53 -30.71 35.71 -22.28 29.47 -11.11 100 16.55 54.32 

Glendive 

Lufborough Hill A302000 39.48 -31.20 39.02 -20.29 31.55 -8.77 100 11.71 36.45 

Cow Creek A302001 40.31 -41.60 38.72 -25.19 32.48 -12.49 100 26.69 38.71 

Lindsay Divide A302002 38.45 -33.44 37.77 -22.02 31.16 -10.37 100 18.40 42.21 

Sioux Pass A302004 39.68 -32.68 39.36 -24.12 31.63 -11.74 100 23.44 40.50 

                  

           
 

 

                  

                  

                  

                  

      



Final Report   Literature Review 

 

 

Civil Engineering Department, CE      Page 16 

 

CHAPTER 3: LITERATURE REVIEW 

Shallow Geothermal Energy: Overview 

The application of geothermal energy as a renewable heat source is well established worldwide 

due to its environmental advantages and long-term economic benefits (Sinyak, 1994). Heat from 

the Earth can be extracted from shallow or deep layers using thermo-active foundations or 

boreholes through mechanisms of heat transfer including conduction, convection, and radiation. 

Common subsurface thermal storage zones include: (1) aquifers, typically used in open-loop 

systems; (2) boreholes; and (3) rock caverns or pits (McCartney et al., 2016). Geothermal energy 

has been utilized across a broad range of applications, from power generation to snow and ice 

melting on bridges and sidewalks. It is generally classified into low-, medium-, and high-

temperature categories (Abbasy, 2009). Low- and medium-temperature sources are typically used 

for snow melting and for heating and cooling in residential and industrial settings via geothermal 

cycles, whereas high-temperature sources are primarily used for electricity generation. A global 

review by Lund and Boyd (2016) of geothermal energy applications in 82 countries categorized 

direct-use systems and highlighted that the largest share (70.9%) of global geothermal capacity is 

associated with geothermal heat pumps (GHPs), also known as ground source heat pumps 

(GSHPs) (Figure 8). GHP systems are among the most energy-efficient technologies for heating 

and are currently one of the fastest-growing renewable energy applications worldwide (Lund & 

Toth, 2020).  

 
Figure 8. Percentage of global capacity used by various forms of direct geothermal energy in 2015 (Lund 

& Boyd, 2016) 

This study focuses on the use of ground source heat pump (GSHP) systems for melting snow and 

ice on bridge decks and within culverts. GSHP technology leverages the relatively stable ground 

temperatures found below the surface. At depths of approximately 6 to 9 meters (20 to 30 feet), 

seasonal variations in ground temperature are minimal. Within thermo-active systems, heat 

exchangers can utilize this constant ground temperature as a thermal energy source to heat or cool 

surface structures (Brandl, 2006; Faizal et al., 2016; Kusuda & Achenbach, 1965). 

A GSHP system consists of three main units, as shown in Figure 9, namely (Brandl, 2006): 

• Primary unit (ground heat exchanger) 

• Heat pump system, and 

• Secondary unit (pipe network that delivers the heat energy to the receiving infrastructure).  
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"The primary unit consists of a ground heat exchanger, typically a system of pipes known as a 

loop, that transfers heat to or from the surrounding soil. The secondary unit is connected to the 

above-ground structure to be heated or cooled, such as a building, bridge deck, or pavement. These 

two units are linked by a circulating pump or a heat pump. The heat pump serves to raise the 

temperature of the heat extracted from the ground for effective use in the secondary system. 

 
Figure 9. GSHP system (Han & Yu, 2017) 

A Ground Source Heat Pump (GSHP) system can operate in either heating or cooling mode. Figure 

10 illustrates a closed-loop GSHP system designed to regulate the temperature of a secondary unit. 

In warmer seasons, the ground, having a lower temperature than the ambient air, acts as a heat 

sink, absorbing excess heat from the system. Conversely, during colder months, the ground heat 

exchanger extracts thermal energy from the earth, utilizing the temperature gradient between the 

circulating fluid and the surrounding soil. The amount of heat exchanged with the ground depends 

on the heating or cooling demands of the structure being served (Faizal et al., 2019).  

 
Figure 10. Closed loop GSHP using for (a) cooling (b) heating of secondary unit (Kavanaugh, 2006) 
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Primary Unit 

There are two common primary types of geothermal unit systems: borehole heat exchangers 

(BHE), also known as geothermal wells, and geothermal energy pile (GEP) foundations. BHE 

systems have been widely used for both energy extraction and storage over the past several decades 

(Brandl, 2006) and are typically classified as either open-loop or closed-loop systems (Preene & 

Powrie, 2009). An open-loop system, also referred to as a groundwater system, uses an 

underground aquifer as a heat source in colder months and as a heat sink during warmer periods. 

As illustrated in Figure 11(a), an open-loop configuration includes both extraction and discharge 

wells. Groundwater is pumped from the extraction well and circulated through a heat pump, where 

heat is either absorbed or rejected depending on the season. The water is then returned to the 

aquifer through the discharge well. Because open-loop systems cycle natural groundwater, it is 

essential that the water's chemical composition remains unaltered before reinjection. Additionally, 

the aquifer must be shallow, permeable, and capable of supporting sufficient flow rates. It should 

contain minimal concentrations of harmful substances, such as chlorinated solvents, that could 

degrade pump components. The water’s pH must also be suitable to prevent corrosion and fouling 

of coils and control valves. Despite their effectiveness, open-loop systems may incur high 

maintenance costs due to the complexity and sensitivity of the wells (Rafferty, 2009).  

   
Figure 11. (a) Open-loop system (b) closed-loop system 

Closed-loop (or ground-coupled) systems utilize embedded heat exchangers to extract thermal 

energy from the ground and transfer it to a heat pump. These systems can be installed either 

vertically or horizontally (Bloomquist, 2000). A simplified schematic of a vertical closed-loop 

system is shown in Figure 11(b). In such systems, a circulating fluid flows through heat exchanger 

pipes, absorbing heat from the surrounding soil. In horizontal configurations, the pipes are 

typically placed in excavated trenches below the frost line or embedded within the bridge's backfill 

abutment. In vertical systems, the pipes, often arranged in U-shaped loops, are installed in 
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boreholes or integrated into subsurface structural elements such as piles. To improve heat transfer, 

vertical boreholes are usually filled with thermally enhanced grout, which occupies the space 

between the borehole wall and the heat exchanger pipes. The selection of grout depends on key 

factors including thermal conductivity, hydraulic conductivity, bonding quality, and workability 

(Hiller, 2000). Hydraulic conductivity is especially important as it helps prevent leakage through 

faulty joints in the primary loop (Allan & Philippacopoulos, 1999). To enhance thermal 

performance, various additives have been incorporated into grout mixtures. Lee et al. (2010) 

compared graphite and silica sand as additives to bentonite-based grout and found graphite 

significantly improved thermal conductivity. Similarly, Kim et al. (2015) showed that increasing 

quartz content also enhances the thermal properties of grouting materials. 

 Another common primary unit type is the Geothermal Energy Pile (GEP) foundation, which 

serves a dual purpose: transferring structural loads to the ground and functioning as a ground heat 

exchanger. Due to this multifunctionality, GEPs can offer significant cost-effectiveness. These 

systems typically consist of reinforced concrete, chosen for its favorable thermal conductivity and 

high thermal storage capacity, and U-shaped pipes made from high-density polyethylene, 

polypropylene, polyvinyl chloride, or polybutylene (Adam & Markiewicz, 2009; Akrouch et al., 

2014; Gao et al., 2008; Hamada et al., 2007; Loveridge, 2012; Park et al., 2012). Geothermal 

energy is harnessed in these piles by circulating a heat-absorbing fluid through the embedded pipe 

loops. Heat is transferred into or out of the ground via conduction and convection, driven by the 

thermal gradient within the surrounding soil. Both cast-in-place and precast (driven) piles can be 

used, although cast-in-place piles are generally preferred for geothermal applications, as they 

minimize damage to the heat exchanger system attached to the reinforcement cage (Mimouni, 

2014). Recent studies have also focused on improving the thermal performance of GEPs by 

enhancing the thermal conductivity of the concrete mix. Specifically, increasing the aggregate 

content and reducing the cement ratio has been shown to improve heat transfer efficiency, since 

aggregates typically have higher thermal conductivity than cement (Loveridge, 2012).  

Construction Technique 

Direct pressing, ramming, and drilling are three common construction techniques used for 

installing geothermal boreholes. Among these, direct pressing and ramming are most frequently 

employed in soft soils, as they offer enhanced borehole stability and improved thermal contact 

with the surrounding ground. However, these methods are generally limited to shallow depths of 

up to 10 meters (32 feet) (Sanner & Knoblich, 1991). Drilling methods, such as hollow stem auger, 

solid stem auger, sonic, and rotary techniques, are used for deeper installations and vary in terms 

of depth capacity, cost, and penetration efficiency. The choice of drilling technique is determined 

by site-specific conditions and project requirements. Once the borehole is drilled, it may be 

stabilized using casing or grout. According to the 2010 Design and Installation Standards by the 

International Ground Source Heat Pump Association (IGSHPA; www.igshpa.okstate.edu), the 

borehole annulus must be uniformly grouted from the bottom to the surface using a tremie pipe. 

Heat exchanger pipes are then inserted into the fresh grout as the final step in the construction 

process. 

Ground Energy Piles (GEPs) can be installed using either soil displacement methods or soil 

excavation techniques. Common construction approaches include bored piles, spun piles, and 

continuous flight auger (CFA) piles. In the bored pile method, a temporary casing is first driven 

into the ground. The soil within the casing is excavated using an auger, after which a reinforcement 
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cage, fitted with heat exchanger pipes, is placed. Concrete is then poured into the borehole, and 

the casing is subsequently removed (Mimouni, 2014; Pahud, 2013). This technique is typically 

used for constructing large-diameter piles, which can accommodate multiple U-loop heat 

exchangers. For example, at Dock Midfield in Zürich Airport, five U-shaped pipes were embedded 

within each 26.8-meter-deep (88 ft) GEP (Mimouni, 2014). In the spun pile method, precast 

concrete piles with a central void are driven into the ground. Heat exchanger pipes are then inserted 

into the void, which is subsequently filled with wet sand, fine gravel (Mimouni, 2014), or cement 

(Park et al., 2013) to ensure thermal contact. For CFA piles, a hollow auger is drilled into the 

ground while continuously removing soil. Concrete is pumped through the auger’s hollow shaft as 

it is gradually withdrawn. Once the pile is formed, the reinforcement cage and heat exchanger 

pipes are inserted into the freshly placed concrete (Mimouni, 2014) 

Heat exchanger pipes  

Figure 12 illustrates various attachment configurations for heat exchanger pipes on reinforcing 

cages. The pipes can be affixed to either the interior (Figure 12(a)) or exterior (Figure 12(b)) of 

the reinforcing cage prior to its installing (Sani et al., 2019). Alternatively, the loops may be 

installed outside the cage by clipping them to high-strength steel rebar and embedding them into 

the center of the wet concrete. This approach leverages the superior thermal conductivity and 

thermal storage capacity of concrete compared to surrounding soil (Figure 12(c)). For precast 

concrete piles, a coring technique can be used to insert the pipes into the hardened concrete, though 

this method is generally not cost-effective due to high installation costs (Sani et al., 2019). Figure 

13(a) and (b) show examples of cast-in-place bored geothermal energy piles (GEPs) with U-shaped 

pipe configurations installed for a residential building at Monash University in Melbourne, 

Australia.  

 
Figure 12. Various attachment arrangements of heat exchanger pipes on the reinforcement cage (Sani et 

al., 2019) 
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Figure 13. (a) U-shaped pipes inside an energy pile reinforcing cage (b) instrumented energy pile (Faizal 

et al., 2019) 

Vertical loop pipes can be installed in various configurations within pile heat exchangers. Figure 

14 illustrates four common pipe arrangements: U-shaped, double U-shaped, W-shaped, and spiral-

shaped configurations (Gao et al., 2008; Hamada et al., 2007; Park et al., 2012; You et al., 2016). 

Figure 13(a) presents an example of a U-shaped pipe configuration embedded within the 

reinforcement cage of an energy pile, which provides heating for a six-story student dormitory at 

Monash University in Melbourne, Australia (Faizal et al., 2019). Figure 15(a) and (b) depict energy 

piles featuring double U-shaped and spiral-shaped pipe configurations, respectively, tested at a 

high-speed railway station project in Xinyang, Henan Province, China. 

 
Figure 14. Different configurations of energy loops within a GEP (Sani et al., 2019)  

Previous studies have highlighted the significant influence of heat pipe configuration on the 

efficiency of GSHP systems (i.e. Bozis et al., 2011; Lee & Lam, 2013; Park et al., 2013; Wood et 

al., 2012). Gao et al. (2008) conducted field experiments to evaluate the heat transfer efficiency of 

four different loop configurations: single U-shaped, double U-shaped, triple U-shaped, and W-

shaped. Among these, the W-shaped configuration demonstrated the highest thermal performance. 

Similarly, Zarrella et al. (2013) assessed the thermal performance of helical (spiral-shaped), double 

U-shaped, and triple U-shaped pipe configurations through field testing. Their results indicated 
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that the helical configuration outperformed the others, delivering 23% and 40% higher thermal 

performance compared to the triple and double U-shaped configurations, respectively. In a related 

study, Kuishan et al. (2007) found that a parallel triple U-shaped configuration offered superior 

heat transfer performance and efficiency compared to single U-shaped, double U-shaped, W-

shaped, and spiral configurations. Under comparable initial conditions, the heat release per meter 

of the parallel triple U-shaped configuration was approximately 87% higher than that of the single 

U-shaped type. 

 
Figure 15. The reinforcement cage of tested energy piles (a) spiral shaped (b) double U-shaped (Zarrella 

et al., 2013) 

Thompson III (2013) investigated the impact of loop quantity on the performance of ground source 

heat pump (GSHP) systems. The study evaluated three loop configurations, four, five, and six 

loops, installed in 120 cm (3.9 ft) diameter energy piles, while keeping all other parameters 

constant. Results showed that the outlet fluid temperature decreased as the number of loops 

increased, indicating enhanced heat transfer. This improvement was attributed to the greater 

surface area available for heat exchange within the pile. However, the study also noted that 

increasing the number of loops led to higher pumping power requirements due to added system 

resistance. 

Circulating Fluid  

Circulating fluid refers to the liquid that flows through heat exchanger pipes and, in heating mode, 

facilitates heat exchange between the ground and the heat pump. In GSHPs, several types of 

circulating fluids can be used. An ideal circulating fluid should have low viscosity, be 

environmentally friendly, and be cost-effective (Rawlings & Sykulski, 1999). Common options 

include water, water-antifreeze mixtures, and saline solutions. Among these, water-antifreeze 

solutions are widely used to prevent freezing. The most commonly used antifreezes are ethylene 

glycol and propylene glycol (Brandl, 2006). However, the addition of antifreeze increases fluid 

viscosity at low temperatures, which in turn raises the electricity consumption of the heat pump 

system (Loveridge et al., 2020; Rawlings & Sykulski, 1999). If the antifreeze solution contains 

corrosion inhibitors, it may become toxic, requiring additional precautions to prevent system leaks. 

According to the Agency for Toxic Substances and Disease Registry (ATSDR, 1997), under the 

U.S. Department of Health and Human Services, propylene glycol is considered safer than 

ethylene glycol, which is toxic. In the event of a leak, propylene glycol degrades quickly and is 
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fully soluble in water. Based on ATSDR (1997) data, the half-life of propylene glycol in water 

ranges from 1 to 4 days under aerobic conditions and from 3 to 5 days under anaerobic conditions. 

Its half-life in soil is expected to be equal to or slightly shorter than in water (ATSDR, 1997). 

Heat Pump System 

A heat pump system serves as the energy carrier that transfers harvested geothermal energy to the 

secondary unit. Geothermal heat pump systems are typically categorized based on their heat source 

(ASHRAE & Design, 2011). When the system uses groundwater as a heat source or sink, it is 

referred to as a Ground Water Heat Pump (GWHP). Conversely, if the system uses the ground 

itself as the heat source or sink, it is known as a Ground Source Heat Pump (GSHP). GWHP 

systems offer the advantages of lower initial costs and smaller space requirements (American 

Society of Heating & Engineers, 2003). However, they are limited by the availability of 

groundwater and often require higher maintenance. GSHP systems, also known as closed-loop 

heat pumps, are generally more environmentally friendly. One key advantage is that their collector 

loops are embedded in soil, which experiences less temperature fluctuation than groundwater 

(Sarbu & Sebarchievici, 2014). Despite these benefits, GSHP systems typically involve higher 

upfront costs due to the need for specialized equipment and installation procedures. 

A heat pump system consists of four main components: the evaporator, condenser, compressor, 

and expansion valve, as illustrated in Figure 16 (Bach et al., 2016). In heating mode, the circulating 

fluid is first pumped through pipes embedded in geothermal piles, where it absorbs thermal energy 

from the ground via conduction and convection. This absorbed heat is then transferred to the 

evaporator, which contains a refrigerant cooler than the circulating fluid. As the refrigerant absorbs 

heat from the fluid, it evaporates into a gas. The vaporized refrigerant then enters the compressor, 

where its pressure and temperature are significantly increased. The high-temperature refrigerant 

flows into the condenser, where it transfers heat to the secondary unit, causing the refrigerant to 

condense. After releasing its heat, the refrigerant passes through an expansion valve, which 

reduces its pressure and temperature, restoring it to its original state. The refrigerant then returns 

to the evaporator, and the cycle repeats (Brandl, 2006; De Moel et al., 2010; Johnston et al., 2011).  

The terms coefficient of performance (COP) and energy efficiency ratio (EER) are commonly used 

to describe the heating and cooling efficiency of geothermal systems that incorporate a heat pump. 

COP is defined as the ratio of useful thermal energy produced to the electrical power consumed. 

A higher COP indicates a more efficient system. The COP of a heat pump is directly related to its 

EER, as expressed by Equation 1 (Sarbu & Sebarchievici, 2014):  

                                                                COP=ERR/3.413       (1) 

The COP of a GSHP system designed for a closed-loop heating configuration typically ranges 

from 2.5 to 4.0, while the EER for a closed-loop cooling system ranges from 10.5 to 20.0 

(Heinonen et al., 1996).  
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Figure 16. Process of the overall heating only in heat pump system 

Power Source 

As a promising strategy for enhancing energy efficiency, heat pumps can be integrated with other 

renewable energy sources. Among these, solar energy has been identified as the most compatible 

option for hybridization with GSHP systems (Leenders et al., 2000; Tagliabue et al., 2012). When 

combined, solar and geothermal energy can work synergistically, solar energy can be used either 

to reduce the thermal load on boreholes or to generate supplemental electrical power for system 

operation (Bakker et al., 2005; Shahed & Harrison, 2009). 

Solar thermal collectors can be integrated with GSHPs in either a parallel or series configuration. 

In a parallel arrangement, both the solar thermal system and the GSHP operate independently and 

can directly supply heat to meet the system's demand. Each system functions as a primary heat 

source, and a control unit determines which source to use based on real-time efficiency and 

availability (Duffie et al., 2020). A schematic of this configuration is shown in Figure 17(a). In the 

series configuration, also referred to as a solar-augmented heat pump system (Figure 17(b)), solar 

thermal collectors preheat the circulating fluid before it enters the heat pump evaporator via a heat 

exchanger loop. This configuration enhances system performance by increasing the inlet 

temperature to the heat pump. Additionally, it offers the potential for seasonal thermal energy 

storage, where excess solar heat collected during warmer months can be stored and utilized during 

the winter season (Shahed & Harrison, 2009). 

 
Figure 17. Simplified schematic of a solar assisted ground-source heat pump system (a. parallel, b. 

series) (Shahed & Harrison, 2009) 
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Trillat-Berdal et al. (2006) investigated the performance of a Ground Source Heat Pump (GSHP) 

system hybridized with solar thermal collectors in a 180 m² private residence. The system was 

configured in a series arrangement and included two 90-meter (295 ft) boreholes serving as the 

ground loop. Solar energy was used primarily to heat a water storage tank to a target temperature, 

with any excess solar energy injected into the ground through embedded heat exchanger loops. A 

schematic of the system is presented in Figure 18. The circulating fluid consisted of a 35% 

propylene glycol-water solution. Through analysis of system behavior and energy balances, the 

study found that continuous operation of the heat pump did not yield optimal performance. An 

average COP of 3.75 was achieved in heating mode. Over the monitoring period, 6,253 kWh of 

thermal energy was extracted from the ground, while 2,121 kWh of solar heat was injected into it. 

The study concluded that integrating solar thermal collectors can potentially reduce the number of 

boreholes required, thereby lowering installation costs. 

 
Figure 18. Schematic view of ground-coupled heat pump combined with thermal solar collectors (Trillat-

Berdal et al., 2006) 

Bakker et al. (2005) evaluated the 

performance of a solar-assisted Ground 

Source Heat Pump (GSHP) system at the 

Energy Research Centre of the 

Netherlands. The system employed 

photovoltaic/thermal (PVT) panels, which 

integrate photovoltaic cells with solar 

thermal collectors to simultaneously 

produce electricity and heat. Figure 19 

displays the front and back views of a PVT 

panel used in the study. Heat generated by 

the PVT array was transferred to a storage 

vessel via a heat exchanger. During 

summer months, excess thermal energy 

was injected into the ground through 

embedded heat exchanger loops. In winter, 

 

Figure 19. Front and back of a PVT panel (Bakker et 

al., 2025)  
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this stored heat was extracted using the same ground loop system, with a heat pump delivering the 

required heating. A schematic of the full system configuration is shown in Figure 20. Based on a 

ten-year average energy balance, the PVT system supplied approximately 96% of the total 

electricity demand of the system, including that of the pumps, electric heater, and heat pump. 

Additionally, the injection of solar heat into the ground proved effective in maintaining stable 

ground temperatures over long-term operation. This thermal stability contributed to a slight 

increase in the heat pump’s coefficient of performance (COP), from 2.6 to 2.66.  

 
Figure 20. Schematic view of tested hybrid system (Bakker et al., 2005) 

Bernier and Shirazi (2007) investigated the performance of a modified solar-assisted heat pump 

system featuring a dual-loop configuration. In their proposed design, two independent U-pipe 

loops were embedded within a single borehole, as illustrated in Figure 21. One U-loop was 

connected to the heat pump, while the other was linked to the solar thermal collectors. During 

summer, solar energy was used to heat a water tank, and any excess heat was injected into the 

ground via the solar loop. In winter, solar energy was either transferred directly to the heat pump 

loop, if the heat pump was active, or injected into the ground when the pump was not in operation. 

The study concluded that this configuration led to elevated ground temperatures, which enhanced 

the overall performance of the heat pump. Additionally, the increase in ground temperature 

allowed for a reduction in the required borehole depth, offering potential cost savings in system 

installation. 

Secondary Unit 

The secondary unit of a GSHP system consists of pipes embedded in bridge decks, pavements, or 

other infrastructure elements. This system utilizes extracted thermal energy during cold periods to 

heat surfaces and absorbs excess heat during warmer periods to transfer it back into the ground. In 

recent years, hydronic heating systems for snow melting and deicing on bridge decks have gained 

increased attention due to their potential for improved safety and infrastructure durability. While 

the harvested geothermal energy could also be applied to deicing culverts, the feasibility of using 

GSHP systems for this specific application has not yet been thoroughly investigated. 
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Figure 21. Schematic of the modified system proposed by Bernier and Shirazi (2007) 

A schematic of a GSHP system for heating bridge decks is illustrated in Figure 22.  In this 

configuration, circulation pipes are embedded within the substructural elements of the bridge, 

effectively transforming foundation components into energy foundations. To enhance ground heat 

exchange and overall system efficiency, additional heat exchanger loops can be installed within 

the bridge embankment. As the circulating fluid travels through the energy piles, absorbs 

geothermal heat, and passes through the embankment, it eventually flows into the bridge deck, 

delivering heat to the surface and preventing snow and ice accumulation. 

The circulating fluid in a GSHP system 

can be delivered to the bridge deck either 

directly from the foundation (passive 

system) or through a heat pump (active 

system). In an active system, the heat 

pump extracts thermal energy from the 

fluid and uses it to efficiently raise the 

temperature of the circulating fluid for 

bridge deck deicing (Liu et al., 2007). In 

contrast, a passive system operates 

without a heat pump, relying solely on 

the ground temperature to control the 

fluid's temperature. The primary 

advantage of a passive system is its low 

energy demand, as it only requires 

electricity to power the circulation 

pumps. However, active systems, while 

more energy-intensive due to the 

additional power required for the heat 

pump, offer more effective and 

controlled heating performance. 

 

Figure 22. Conceptual schematic of ground-source 

bridge deck deicing (Bowers & Olgun, 2014) 
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A GSHP may also be adapted for ice jam mitigation and prevention in culverts. However, the 

application of geothermal energy for culvert deicing and anti-icing has not yet been documented 

in published research. As a result, no standardized design guidelines or best practices exist for such 

systems based on real-world experience. A schematic of a potential culvert deicing system is 

shown in Figure 23(a). drawing on design concepts from geothermal applications in tunnels and 

other underground structures. As illustrated in Figure 23(a), heat exchanger pipes can be installed 

within the culvert lining and deck to deliver geothermal heat. Pipe configuration is a critical factor 

in system efficiency, as discussed in the primary unit section. Three common configurations 

suitable for culvert applications include: (1) longitudinal pipes running along the culvert axis, (2) 

transverse pipes installed perpendicular to the flow direction, and (3) slinky coils, as shown in  

Figure 23(b). These pipes may be embedded either at the bottom of the culvert or within the 

primary lining (e.g., concrete), or they can be placed between the primary lining and a secondary 

layer with high thermal conductivity, such as an energy geotextile layer (Figure 23(c)) (Loveridge 

et al., 2020). 
 

 
Figure 23. (a) A schematic of a possible culvert deicing system based on previous studies on the use of 

geothermal energy in tunnels and underground structures, (b) Various pipe configuration (c) An energy 

geotextile installed in an energy tunnel (Loveridge et al., 2020) 
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Use of Geothermal Energy for Bridge Deicing: Case/Field Studies 

This section provides a brief overview of several case studies in which geothermal energy was 

utilized for bridge deck deicing or snow melting. The case studies examined in this report are 

summarized in Table 6. 

Case Study 1: Jiangyin, China 

Chen et al. (2020) presented the results of field tests on a heated bridge deck located in China. The 

bridge deck measured 30 m (98.4 ft) in length, 26 m (85.3 ft) in width, and 80 cm (2.6 ft) in 

thickness. Figure 24 shows a photo of the constructed bridge deck, the schematic layout of the 

heating system, and the sensor locations. The annual average and minimum ambient temperatures 

in the city were 17 °C (63 °F) and -5 °C (23 °F), respectively. During the test period, nighttime 

minimum temperatures ranged between 10–20 °C (50–68 °F), while daytime maximum 

temperatures ranged between 20–30 °C (68–86 °F). The secondary system employed Polyethylene 

Raised Temperature (PERT) pipes with an inner diameter of 16 mm (0.6 in), a wall thickness of 

2 mm (0.08 in), and a spacing of 25 cm (10 in). A water tank served as the heat source for the 

deicing system. To assess the effect of fluid temperature on system performance, three inlet 

temperatures were tested: 30.5 °C (86.9 °F), 35.5 °C (95.9 °F), and 41 °C (106 °F). The volumetric 

flow rate of the heat carrier fluid was maintained at 0.79 m³/h (27.9 ft³/h). Two thermostats and a 

flowmeter were installed to monitor inlet and outlet fluid temperatures as well as the flow rate. 

The results of the study demonstrated that the transient heat flux of the system varied linearly with 

the temperature difference between the inlet fluid and the ambient air. As illustrated in Figure 

25(a), for a constant fluid inlet temperature, the transient heat flux increased as the ambient 

temperature decreased. 

 

(a) 

 

(b) 

Figure 24. (a) Photo of the bridge (b) schematic layout of heating system (Chen et al., 2020) 
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 Table 6. Case/Field studies of bridge deck deicing/anti-icing using GSHP systems 

Source Location Snow Melting system Heat Extraction System Temperature Range 

Xin Chen et 

al. (2020) 

Jiangyin, China 

Bridge length: 30 m 

Bridge Width: 26 m 

Deck Thickness: 80 cm 

Heated area: 20 m2 

Fluid: Water 

Pipe material: Polyethylene raised temperature pipes 

(PERTs) 

Pipe diameter: 20 mm 

Horizontal spacing of the pipes: 25 mm 

Water Tank 

Temperature 

Control Temperature: 

30.5°, 35.5°, 41° 
 

Average = 17°C 

Minimum= -5°C 

Kong et al. 

(2019) 

Jiangyin, China 

Bridge length: 36 m 

Bridge Width: 26 m 

Deck Thickness: 80 cm 

 

Heated area: 20 m2 

Fluid: Water 

Pipe material: Polyethylene raised temperature pipes 

(PERTs) 

Pipe diameter: 20 mm 

Horizontal spacing of the pipes: 25mm 

Energy Pile Heat Exchange 

rate: 1200 W 

Pile length: 20 m 

Pile diameter: 1 m 

Pipe Arrangement: U shape 

 

Ambient T= -1.5°C 

 

Eugster 

(2007) 
Central Switzerland 

Heated area: 1300 m2 

Heat Output: 100 W/m2 

Number of boreholes: 91 

Depth of boreholes: 65 m 
Outflow T=10°C 

Boyd (2003) Klamath Falls, Oregon,  

Bridge length: 48 m 

Bridge width: 12.8 m 

Heated area: 345.6 m2 

Heat Output: 189 W/m2 

Fluid: Propylene glycol solution 

Pipe material: Polyethylene 

Pipe diameter: 16 mm 

Geothermal heat exchanger 

Well water flowing: 2.5 L/s 
Inlet Fluid T to deck 

= 66°C 

Output Fluid T to 

deck = 43°C 

Minsk 

(1999) 

 

Silver Creek, in the 

Cascade Mountain, Oregon 

Bridge length: 32 m 

Bridge Width: 12.2 m 

Heated area: 576 m2 

Heat Output: 394W/m2 

Fluid: Propylene glycol solution 

Pipe material: Cross-linked polyethylene (PEX) 

Pipe diameter: 12.7 mm 

Horizontal spacing of the pipes: 114 mm 

Ground surface heat pump 

Heat input: 37 W/ft2 

Well water flowing: 568 

L/min 

Ambient T = -23°C 

Inlet Fluid T to deck 

= 49°C 

Output Fluid T to 

deck = 32°C 

Minsk 

(1999) 

Two-lane bridges on US 

287 in Amarillo, Texas, 

Deck Length: 44.5 m 

Deck Width: 17.7 m 

Heated area: 799 m2 

Fluid: Propylene glycol-deionized water 

Pipe diameter: 19 mm 

Horizontal spacing of the pipes: 152 mm 

 

Well Depth: 53.6 m 

Well Diameter: 102 mm 

Pipe Arrangement: Two pipe 

loops 

Filling Material:  

Non-shrinking bentonite 

Ambient T = 1.7°C 

 

Yoshitake et 

al. (2011) 

Mountain road in western 

Japan, Bridge deck area: 

430 m2, Road area: 265 m2 

Deck Material: Concrete mixture with Polypropylene 

Fiber, Pipe material: Steel Pipe 

Horizontal spacing of the pipes: 150 mm 

Underground water tank 

Diameter*Height: 5.5 m * 

9.5 m 

Ambient T = 2°C 

Ground temperature 

at a depth of 15 m= 

12°C 
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The thermal efficiency of the deicing system was found to be influenced by three primary factors: 

(1) the thickness of the concrete above the heating pipes, (2) the thermal conductivity of the 

concrete, and (3) the heat transfer coefficient from the heated layer to the ambient air. Thermal 

efficiency was defined as the proportion of heat transferred from the heated layer to the top surface 

of the bridge deck. In this study, the average heat transfer efficiency to the deck surface was 

reported as 0.52. Based on this efficiency value, an equation was developed to estimate the deck 

surface temperature (𝑇𝑠
′) presented as Equation 2: 

𝑇𝑠
′ = 0.3𝑇𝑖𝑛 + 0.7𝑇0  (2) 

where 𝑇𝑖𝑛 is the inlet fluid temperature (°C) and 𝑇0 is the air temperature (°C). Figure 25(b) 

illustrates the relationship between inlet fluid temperature and the required heat flux needed to 

maintain the bridge deck surface temperature above 0 °C (32 °F) under varying ambient 

conditions. According to the results, when the air temperature drops below 0 °C, the minimum 

inlet fluid temperature necessary to keep the deck surface above freezing should be approximately 

2.3 times the ambient temperature. For example, given that the minimum recorded winter 

temperature at the project site was -5 °C (23 °F), the inlet fluid temperature must exceed 11.5 °C 

(52.7 °F) to ensure effective deicing. 

 

(a) 

 

(b) 
Figure 25. (a) Variation of heat flux, q, with the differnce between the inlet fluid and the ambient 

temperatures, Tin-T0, (b) the required inlet fluid temperature and heat flux to keep the deck surface 

temperature above freezing point (Chen et al., 2020) 

Case Study 2: Jiangyin, China 

Kong et al. (2019) Kong et al. (2019) evaluated the performance of a geothermal bridge deck 

deicing system that utilized pile heat exchangers under active snowfall conditions. The study was 

conducted in Jiangyin, China, with the primary goal of accelerating the snow-melting process on 

bridge surfaces. The test section measured 10 m (32.8 ft) in length, 3.5 m (11.5 ft) in width, and 

0.8 m (2.6 ft) in thickness. Figure 26 illustrates the configuration of the system, including the 

placement of heat pipes in the bridge deck (Figure 26(a)), a photo of the setup prior to concrete 

placement (Figure 26(b)), and a schematic of the overall deicing system (Figure 26(c)). 

Polyethylene Raised Temperature (PERT) pipes, with an inner diameter of 16 mm (0.6 in) and a 

wall thickness of 2 mm (0.08 in), were embedded within the upper 10 cm (3.9 in) of the reinforced 

concrete deck at a spacing of 25 cm. The primary system consisted of 1-meter diameter energy 

piles, each 20 m (65.6 ft) deep, with a total heat exchange capacity of 1200 W per pile. U-shaped 
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polyethylene pipes, 25 mm (1 in) in outer diameter, were installed within each energy pile. A water 

tank served as the reservoir for the circulating fluid. At the start of the test, the fluid temperature 

in the tank was approximately 2 °C (35.6 °F), while the ambient air temperature was -1.5 °C 

(29.3 °F). The fluid entered the system at a flow velocity of 1.27 m/s (3.3 ft/s). Bridge deck 

temperatures were continuously monitored using embedded sensors to assess the deicing 

performance.  

 
Figure 26. (a) Location of the studied section of the bridge (b) photo of bridge deck before pouring 

concrete (c) layout of bridge deck deicing (Kong et al., 2019) 

Figure 27 shows the surface condition of the bridge deck during the operation of the geothermal 

deicing system at selected time intervals (0, 3, 7, 17, 25, and 27 hours). As illustrated, the system 

was not highly effective at melting snow during active snowfall, particularly during the first 7 

hours of the experiment. However, Figure 28(a) demonstrates that continuous operation of the 

system maintained the bridge deck temperature at a steady 1 °C (34 °F), despite ongoing snowfall. 

This thermal stability is attributed to snow’s natural insulating properties, which reduced the 

impact of ambient air temperature on both the bridge deck and the circulating fluid. Snow melting 

on the bridge deck began once the snowfall ceased, between hours 16 and 25 of the test. As shown 

in Figure 28(a) the deck temperature rose by approximately 2.8 °C (5.0 °F) a few hours after the 

snowfall ended, reaching a peak temperature of 3.8 °C (38.9 °F) (identified as point F in Figure 

28). The deck surface temperature remained above freezing even as the ambient temperature 

dropped below 0 °C (32 °F). These results indicate that while geothermal systems may have limited 

effectiveness during active snowfall, they can significantly accelerate snow melting once snowfall 

stops, enhancing post-storm road safety and maintenance efficiency. 

The variation in inlet and outlet circulating fluid temperatures is presented in Figure 28(b). The 

results indicated that the changes in fluid temperatures closely followed the trends observed in 

bridge deck temperatures. However, the outlet fluid temperature was consistently about 3 °C 
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(37 °F) higher than the deck temperature. This difference is likely due to the high inlet flow 

velocity of 1.27 m/s (4.2 ft/s), which enhances heat transfer efficiency. The heating power of the 

system was calculated to range between 55 and 70 W/m², which falls below the upper limit of 

80 W/m² for heat flux. This upper limit is based on the maximum heat exchange capacity of 

60 W/m for an energy pile with a diameter greater than 0.6 m (23.6 in). The lower observed heating 

power was attributed to heat losses occurring between the hydronic heating system and the energy 

pile.  

Han and Yu (2017) calculated the snow-melting heat flux requirements for bridge decks under ten 

different design conditions. Their findings showed that achieving 95% reliability in maintaining 

snow-free surfaces required heat fluxes ranging from 280 to 792 W/m². However, Kong et al., 

(2019) reported that the heat flux provided by typical deicing systems is generally lower than this 

threshold. As a result, it was concluded that a shallow geothermal bridge deck deicing system 

without a heat pump may not be sufficient to keep the deck surface completely snow-free during 

active snowfall. Nonetheless, such a system can significantly accelerate the snow-melting process 

following snow events, as illustrated in Figure 27. 

 
Figure 27. Surface condition of deck surface at different hours (Kong et al., 2019) 

 
(a) 

 
(b) 

Figure 28. (a) Change in the ambient and bridge deck temperatures, (b) variation of the inlet and outlet 

circulating fluid temperature and the heating power of the deicing system (Kong et al., 2019) 
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Case Study 3: Central Switzerland 

The SERSO system in Switzerland, with a total heated area of 1,300 m² (13,993 ft²), is one of the 

longest-running hydronic geothermal bridge deck deicing projects in the world. The system has 

been in continuous operation since 1994 (Eugster, 2007). Figure 29(a) and (b) show a photo of the 

SERSO system in operation and a schematic of the deicing system, respectively. The system was 

designed to prevent the accumulation and freezing of snow and other forms of precipitation on the 

bridge deck. It utilizes 91 borehole heat exchangers, each with a depth of 65 m (213 ft), and 

operates by storing thermal energy in 55,000 m³ (1,942,306 ft³) of rock during the summer. In 

winter, the stored thermal energy is used proactively to prevent snow accumulation on the deck. 

Figure 30 presents typical ambient and surface temperatures recorded during winter operation. The 

study concluded that continuous operation of the heating system reduces overall heat demand in 

winter and enables the system to function without the need for a ground source heat pump (GSHP). 

The thermal energy collected in summer generally exceeds the amount needed for deicing, and the 

surplus heat helps stabilize road surface temperatures year-round, potentially extending the 

lifespan of the bituminous pavement. 

  

(a) (b) 
Figure 29. (a) Photo of the bridge (b) schematic of a SERSO system in Switzerland (Eugster, 2007) 

 

Figure 30. Comparison of the measured ambient and surface temperature during operation (Eugster, 

2007) 
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Case Study 4: City of Klamath Falls, Oregon 

A snow melting project using geothermal energy was developed through a joint effort by the 

Oregon Department of Transportation and the City of Klamath Falls (Boyd, 2003). The Wall Street 

Bridge and its approach road utilized a geothermal snow melting system, with heat supplied by the 

Klamath Falls District Heating System. The heated surface area included 345.6 m² (27 m × 12.8 m) 

on the bridge deck and sidewalks, and 614.4 m² (48 m × 12.8 m or 3720 ft²) on the approach road 

and sidewalks. The district heating system consisted of two production wells, a geothermal water 

transmission pipeline, a heat exchanger and pumping facility, and a closed-loop heating water 

delivery system. The circulating fluid in the bridge and approach road loops was a 35% propylene 

glycol mixture. Heat exchanger pipes, made of cross-linked polyethylene with an inner diameter 

of 16 mm (0.6 inch), were installed longitudinally on the bridge deck and sidewalks, and 

transversely on the approach road. Figure 31(a) and (b) show the bridge deck and approach road 

pipe loop layouts, respectively. The inlet and outlet temperatures of the circulating fluid were 66 °C 

(151 °F) and 43 °C (109 °F), respectively. The system was designed to effectively melt snow and 

ice during heavy snowfall events and ambient temperatures as low as -24 °C (-11.2 °F). 

 
(a) 

 
(b) 

Figure 31. (a) Longitudinal closed loop on the bridge deck and (b) approach road loops in Klamath 

Falls, Oregon (Boyd, 2003) 

Case Study 5: Mountain Road in Japan 

An underground water storage tank measuring 9.5 m (31.1 ft) in height and 5.5 m (18 ft) in 

diameter was used to provide geothermal energy for a bridge system on a mountain road in Japan 

(Yoshitake et al., 2011). The schematic of the bridge with the hydronic heating system is illustrated 

in Figure 32. A schematic of the bridge and its hydronic heating system is shown in Figure 32. 

This system does not include a heat pump; instead, the water in the tank is passively heated by the 

ground to approximately the ambient ground temperature. The annual average air temperature at 

the site is 12 °C (54 °F), although temperatures during winter nights and early mornings often drop 

below 0 °C (32 °F). The system was automatically controlled and activated whenever the bridge 

deck temperature fell below 0.5 °C (33 °F). The heated areas included 430 m² (4628 ft²) of bridge 

deck and 265 m² (2852 ft²) of road surface. Water was circulated through embedded steel pipes 

with an inner diameter of 15 mm (0.6 inch), a wall thickness of 3.5 mm (0.14 inch), and a thermal 

conductivity of 43 W/m·K. The pipes were spaced horizontally at 150 mm (5.9 inch) intervals and 

embedded 50 mm (2 inch) below the road surface. To reduce the risk of cracking from thermal 
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cycling, the bridge deck was constructed using a concrete mix reinforced with polypropylene 

fibers.  

  

Figure 32. Hydronic heating system using underground water storage on a mountain road in Japan 

(Yoshitake et al., 2011) 

Figure 33 illustrates the condition of the road before and after a 9-hour operation of the geothermal 

deicing system. As shown in the figure, the system effectively melted the accumulated snow on 

the bridge and approach road surfaces. Figure 34 presents the recorded temperatures of the water 

storage tank, bridge deck, and approach road during system operation from April 2007 to March 

2008. The results demonstrate that continuous operation of the geothermal heating system 

successfully maintained the bridge deck and road surface temperatures above 0.5 °C (33 °F), 

thereby preventing snow accumulation throughout the winter season. During the summer, 

operation of the system led to an increase in the temperature of the water stored in the tank. 

 

Figure 33. Road surface condition on snowy day (a) snow covered road (b) after 9h operating of the 

system (Yoshitake et al., 2011) 

 

Figure 34. Temperature histories of the water storage, the bridge deck, and the approach road over one 

year (Yoshitake et al., 2011) 
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Case Study 6: Fukui City, Japan 

A snow melting system known as the “pipe-in-pile snow melting system” was implemented for 

bridge deck deicing in Fukui City, Japan (Nagai et al., 2009). In this system, concrete piles 

functioned as heat exchangers between the ground and the circulating fluid (Figure 35). The total 

bridge surface area was 1300 m² (13,993 ft²), and 378 piles, each 128 mm (5 inches) in diameter 

and 23 m (75.4 ft) long, were installed beneath the bridge abutments. The system operated 

seasonally, storing solar energy absorbed at the pavement surface during the summer and 

extracting that stored heat in winter. Circulating water in the pipes transferred the heat from the 

ground to the bridge deck during cold weather. Figure 36 shows the bridge deck condition in 

January 2008, illustrating a clear distinction between heated and unheated sections. Areas 

equipped with heat dissipation pipes were free of snow, while untreated segments remained snow-

covered.  

 
Figure 35. Outline of “pipe in pile” snow melting system (a) heat storage mode during Summer (b) snow 

melting mode during winter (Nagai et al., 2009) 

 
Figure 36. Surface condition of heated and unheated segments of the bridge deck in Fukui City, Japan in 

January, 2008 (Nagai et al., 2009) 

Case Study 7: North Fork of Silver Creek, Oregon 

A 32.0 m (105 ft) × 12.2 m (40 ft) two-lane bridge deck was constructed over the North Fork of 

Silver Creek in the Cascade Mountains, featuring an embedded hydronic heating system. The total 
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heated area covered 576 m² (6,200 ft²). A plan view of the heated deck is shown in Figure 37. The 

system was designed based on a target ambient air temperature of 23 °C (73.4 °F) and an average 

wind speed of 1.9 m/s (4.25 mph). The circulating fluid consisted of a 35% propylene glycol-water 

solution. The hydronic system was a closed-loop design with pipes placed longitudinally 

throughout the deck. These pipes were made of cross-linked polyethylene, with an inner diameter 

of 12.7 mm (0.5 inch) and a wall thickness of 1.6 mm (0.06 inch), spaced at 114 mm intervals. Heat 

was extracted from well water at a temperature of 11 °C (52 °F), and a 50-ton Trane liquid scroll 

chiller was installed in a nearby building to support the system. An electronic controller was 

integrated with sensors embedded in the bridge deck, including a deck surface temperature sensor 

and an ambient air temperature probe. This control system managed the operation of the well pump 

motor and heat pump by continuously monitoring key parameters: inlet and outlet fluid 

temperatures and pressures, well water inlet and outlet conditions, surface and ambient 

temperatures, and flow rates. The controller also helped prevent slush formation in the circulating 

fluid, which could otherwise increase viscosity and overload the pump. The average inlet and 

outlet fluid temperatures were recorded as 49 °C (120 °F) and 32 °C (90 °F), respectively. 

Operational results confirmed that the geothermal bridge deck heating system had functioned 

successfully since January 1995, consistently clearing snow and ice from the deck during cold 

weather conditions (Minsk, 1999).  

 
Figure 37. Plan view of the heated deck on Silver Creek bridge, Oregon (Minsk, 1999) 

Case Study 8: Amarillo, Texas 

Two-lane bridge decks located in Amarillo, Texas, were heated using a hydronic system powered 

by geothermal wells (Minsk, 1999). The primary objective of the system was to prevent ice 

bonding on the deck surface, rather than to melt accumulated snow. The project site experiences 

frequent freeze–thaw cycles during winter, with ground surface temperatures typically dropping 

below freezing at night. Each bridge measured 44.5 m (146 ft) in length and 17.7 m (58 ft) in width. 

The total heated area per bridge was 799 m², with a designed heat flux of 129 W/m². Fifty 

geothermal wells were installed in star-shaped patterns to extract energy. Each well was 102 mm 
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(4 in.) in diameter and 53.6 m (176 ft) deep, though they did not reach the groundwater table. Heat 

was extracted using two closed-loop pipes inside each well, grouted with non-shrinking bentonite 

to ensure effective thermal contact with the surrounding soil. The circulating fluid was a 50% 

propylene glycol–deionized water mixture, flowing through pipes with an internal diameter of 

19 mm (0.75 in.). Figure 38(a) shows the heating circuits prior to concrete placement. A Vaisala 

Road Weather Information System (RWIS) was used to monitor road and bridge conditions and 

to control the hydronic heating system. Type K thermocouples were embedded near the deck 

surface, specifically at the outside shoulder and the right travel lane, to monitor temperature. The 

manifolds and thermocouple conduits are shown in Figure 38(b). The heating system was 

programmed to activate automatically when the bridge deck temperature dropped to 1.7 °C 

(35.1 °F) and precipitation was forecasted. Operational data indicated that approximately three 

hours were required to reach maximum operating temperature after system activation. The system 

functioned reliably over two winter seasons, demonstrating its effectiveness and operational 

stability (Minsk, 1999). 

 

(a) 

 

(b) 
Figure 38. (a) Heating circuits before pouring concrete (b) close-up of supply and return manifolds 

(pipes in center) and thermocouple conduits terminating in enclosure at right on a bridge deck in 

Amarillo, Texas. (Minsk, 1999) 

Laboratory Studies of Bridge Deck Deicing Systems 

This section provides a brief overview of several laboratory studies that evaluated the performance 

of GSHP systems for bridge deck deicing. Key parameters investigated include pipe spacing in the 

secondary (bridge deck) circuit, borehole depth in the primary (ground) loop, the effects of 

preheating and snowfall rate, the role of external heating systems, and variations in inlet flow rate 

and temperature. Table 7 and 8 summarize the design features and performance characteristics of 

the GSHP bridge deck deicing systems examined in these laboratory experiments.  

Pipe Spacing in the Secondary Unit 

The thermal performance of a small-scale bridge deck deicing system was investigated by Bowers 

Jr. (2016) at the Virginia Tech Geotechnical Research Facility. The system utilized five energy 

piles (micropiles) constructed as part of the heat extraction setup. Each energy pile measured 

30.5 m (100 ft) in depth and 25.4 cm (10 in.) in diameter. To monitor subsurface thermal behavior 

during testing, four observation boreholes were installed. The arrangement and spacing of the 

energy piles and observation wells are illustrated in Figure 39(a). Two types of heat exchanger 

piping were installed in the energy piles: 19 mm (0.75 in.) diameter HDPE pipes in a single closed-
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loop configuration, and 25.4 mm (1 in.) diameter PEX pipes in both single and double closed-loop 

configurations. Two bridge deck models were constructed for the study, each measuring 1.3 m 

(4.3 ft) wide, 3.05 m (10 ft) long, and 0.254 m (10.4 in.) deep, as shown in Figure 39(b). Heat 

exchanger pipes were embedded within the deck models at spacings of 30 cm (12 in.) and 20 cm 

(8 in.) on the left and right sides, respectively. The inner and outer diameters of the pipes were 

16 mm (0.62 in.) and 22 mm (0.87 in.), respectively. A 20% glycol solution was used as the 

circulating fluid, flowing at a rate of 15.1 L/m (1.2 gal/ft). To measure the thermal response of the 

deck, a total of 36 thermistors were embedded within the concrete slab.  

 

(a) 

 

(b) 

Figure 39. (a) Location and spacing of energy piles and observation wells (b) experimental deck model. 

Pipes spacing are 20 cm and 30 cm in the left-side and right-side model deck, respectively. (Bowers Jr, 

2016) 

This study demonstrated the impact of pipe spacing on the efficiency of a bridge deck deicing 

system during a simulated snowstorm. As shown in Figure 40, the left side of the model deck was 

equipped with pipes spaced at 30 cm (12 in), while the right side used a tighter spacing of 20 cm 

(8 in). The results revealed that the bridge deck section with 20 cm (8 in) spacing remained 

completely free of snow, whereas the section with 30 cm (12 in) spacing retained snow 

accumulation. This indicates that the geothermal system was more effective at melting snow with 

closer pipe spacing. In the case of wider spacing, additional snow removal methods may be 

required to fully clear the deck. Nonetheless, in both configurations, the GSHP system successfully 

maintained deck surface temperatures above 0 °C (32 °F), preventing ice formation.  

 
Figure 40. Photo of the deck model surface during the storm. Heat exchanger pipes have spacing of 30 

cm and 20 cm in left-side and right-side model deck, respectively (Bowers Jr, 2016).  

 



Final Report Literature Review 

    

 

Civil Engineering Department, CE    Page 41 

 

Table 7. Experimental studies of bridge deck deicing – Secondary Unit 

Authors 

Snow Melting System 

Deck  Pipe 

Circulating Fluid Area 

(m2) 

Thickness 

(cm) 

Thermal 

Conductivity 

W/m/k 

Inner 

Diameter 

(mm) 

Thickness 

(mm) 

Spacing 

(cm) 
Material 

Bowers Jr 

(2016) 
7.2 25.4 3.0 16.0 3.0 

20.3 and 

30.5 
PEX 

40% glycol by 

volume, and water 

Balbay and 

Esen (2010) 
2.1 20.0  16.0 2.4 20.0 

Polyethylene 

PX-b 

25% glycol by 

volume, and water 

Liu (2005) 112.0 20.3 1.4 25.0 2.0 15.2 

High-Density 

Polyethylene 

 

42% glycol by 

volume, and water 

Yu et al. (2020) 2.2 10.2 

 

1.9 13.0 3.0 15.2 

Cross-linked 

polyethylene 

(PEX) 

water and 

antifreeze mixture 

Ghasemi-Fare 

et al. (2015) 
       Water 

Table 8. Experimental studies of bridge deck deicing – Primary Unit 

Authors 

Heat Source 
Ambient 

Tempearture 
Ground Sourse (Energy pile or wells) 

Water Tank 
Depth (m) Diameter (cm) Filling Material 

Bowers Jr (2016) 
30.5 25.4 

Grout 

 
 0° C 

Balbay and Esen (2010) 30, 60, 90 15.0 Bentonite  7.3° 𝐶 

Liu (2005) 66.1 13.0 Grout  17.2° 𝐶 

Yu et al. (2020)    21° 𝐶 to 40° 𝐶 4.3° 𝐶 to 17.1°𝐶 

Ghasemi-Fare et al. (2015) 1.4 10.0 Concrete  19°𝐶 
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Borehole Depth in Primary Unit 

Balbay and Esen (2010) Balbay and Esen (2010) evaluated the performance of a ground source 

heat pump (GSHP) system for snow melting on a pavement slab (PS) and a bridge slab (BS), as 

illustrated in Figure 41. The experimental setup included vertical boreholes at three different 

depths, two concrete slabs, two circulation pumps, and a heat pump. During testing, ambient air 

temperatures ranged from -8 °C (18 °F) to -6 °C (21 °F). High-density polyethylene (HDPE) pipes 

with a nominal diameter of 40 mm (1.6 in.) were installed in boreholes with a diameter of 150 mm 

(5.9 in.). A U-loop configuration was used for heat extraction, and the boreholes were grouted with 

bentonite to ensure good thermal conductivity. The circulating fluid consisted of a 25% water-

antifreeze solution. Designed flow rates varied by borehole depth: 0.43 L/s (0.11 gal/s) for 30 m 

(100 ft), 0.40 L/s (0.10 gal/s) for 60 m (197 ft), and 0.36 L/s (0.09 gal/s) for 90 m (295 ft). Figure 

41(a) presents a schematic of the test setup. The prototype slabs were 1.7 m (5.6 ft) long, 1.2 m 

(3.9 ft) wide, and 20 cm (7.9 in.) thick. The hydronic system embedded in the slabs consisted of 

eight parallel pipe lines spaced at 20 cm (7.9 in.) intervals. The slab pipes, made of polyethylene, 

had an inner diameter of 16 mm (0.06 in.) and a wall thickness of 2.4 mm (0.09 in.). The circulating 

fluid flow rate within the hydronic system was maintained at 0.056 L/s (0.0148 gal/s). The system's 

operation was monitored using multiple temperature sensors installed throughout the slabs. The 

GSHP system extracted between 7.91 kW and 10.5 kW of heat from the ground, demonstrating its 

capability to maintain slab temperatures above freezing during snow events.  

Figure 41 illustrates the pavement and bridge slabs before (Figure 41(b)) and after 30 minutes 

(Figure 41(c)) of operating the ground source heat pump (GSHP) system. The measured air and 

surface temperatures of the bridge deck and pavement slab for borehole depths of 30 m (98.4 ft) 

and 90 m (295 ft) are presented in Figure 42(a) and (b), respectively. Overall, surface temperatures 

increased with greater borehole depth. At an average ambient air temperature of 7 °C (45 °F), the 

bridge deck and pavement slab heated by a 30 m borehole reached average surface temperatures 

of 2 °C (35.6 °F) and 0.2 °C (32.4 °F), respectively. When using a 90 m borehole, the average 

surface temperatures rose to 3 °C (37.4 °F) for the bridge slab and 0.5 °C (32.9 °F) for the 

pavement slab. These results demonstrate that the GSHP system was able to maintain surface 

temperatures above freezing throughout the winter season in Elazığ, Turkey.  

Preheating the deck 

A hydronic bridge deicing system was experimentally investigated by Liu (2005) at Oklahoma 

State University. The test setup consisted of a model bridge deck measuring 18.3 m (60 ft) in length 

and 6.1 m (20 ft) in width. The heat distribution system used cross-linked polyethylene pipes with 

an inner diameter of 19 mm (0.75 in.). The circulating fluid was a 39% propylene glycol–water 

mixture. A ground source heat pump was used to elevate the temperature of the circulating fluid, 

with a maximum inlet temperature of 54 °C (129 °F) recorded during the test. The objective of the 

experiment was to maintain an average deck surface temperature of 4.4 °C (39.9 °F) to prevent 

snow accumulation and ice bonding. Thermistor probes were installed to monitor the inlet fluid 

temperature, and a flow meter was used to measure the volume flow rate. In addition, the snow-

free area ratio was evaluated through digital images captured by a video system throughout the 

test, allowing visual assessment of snow melting performance on the deck surface. 
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Figure 41. (a) The layout of experimental set-up (b) initial stage of snow melting process (c) after 30 min 

operation of snow melt system (Balbay & Esen, 2010) 

  

Figure 42. Variation of top surface temperatures of bridge deck and pavement slab, and air temperatures 

(a) borehole depth 30 m (100 ft) (b) borehole depth 90 m (295 ft)(Balbay & Esen, 2010) 

Figure 43 illustrates the bridge surface conditions during the experiment, while Figure 44 presents 

the recorded average surface temperatures over time. The results indicate that the deck surface 
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temperature dropped rapidly to approximately 2 °C (35.6 °F) upon the onset of snowfall, allowing 

snow to accumulate on the bridge deck. After 3 hours and 38 minutes of continuous heating system 

operation, the average surface temperature began to rise, initiating snow melting (Figure 43(a)). 

As deicing progressed (Figure 43(b) and (c)), the surface temperature continued to increase, with 

the rate of temperature rise accelerating as more of the deck became snow-free. The entire bridge 

deck was cleared of snow after 8 hours of heating system operation (Figure 43(d)). Following the 

experiment, a transient numerical model of the snow melting process on a heated deck surface was 

developed and calibrated using the experimental data. As shown in Figure 44, the predicted surface 

temperatures closely matched the measured values, demonstrating good agreement. The 

simulation results also suggested that preheating the deck 3–5 hours prior to a snow event, using 

the system’s full heating capacity, can significantly enhance the efficiency of the snow melting 

process. The full heating capacity was determined based on surface heat flux requirements outlined 

in the ASHRAE Handbook – HVAC Applications Volume(American Society of Heating & 

Engineers, 2003). 

 
Figure 43. Photo of bridge surface condition during the test (SFAR: Snow Free Area Ratio) (Liu, 2005) 

 

Figure 44. Recorded average surface temperature of the bridge (Liu, 2005) 
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External Heating Systems 

Yu et al. (2020) experimentally investigated the feasibility of an attached external hydronic heating 

system for bridge deck deicing. The model bridge deck measured 1.83 m (6 ft) in length, 1.22 m 

(4 ft) in width, and 10.16 cm (4 in.) in thickness. The heating system consisted of 10 parallel lines 

of cross-linked polyethylene (PEX) pipes, each with an inner diameter of 13 mm (0.5 in.), a wall 

thickness of 3 mm (0.12 in.), and a spacing of 150 mm (5.9 in.) between lines. Geofoam and 

polyurethane foam were used as insulation layers to minimize heat loss. A 95-liter (25-gallon) 

water tank connected to a hydraulic 

pump was used to simulate the warm 

fluid supply from a ground source heat 

pump (GSHP) system. The tank 

temperature was regulated using 

heating coils, and the system was 

designed to operate within a 

temperature range of 21 °C (69.8 °F) 

to 40 °C (104 °F). Figure 45(a) and (b) 

show the schematic layout of the test 

setup and a photo of the experimental 

configuration, respectively. During 

the experiment, ambient air 

temperatures ranged from 4.3 °C 

(39.7 °F) to 17.1 °C (62.8 °F). To 

monitor the thermal performance, 12 

Type-T thermocouples were 

embedded within the concrete deck, 

while additional thermocouples were 

installed inside the insulation foam 

and at the inlet and outlet of the piping 

system. Fluid flow was measured 

using a high-pressure flowmeter. Test 

results showed a gradual increase in deck temperature with the circulation of warm fluid. 

Thermocouple readings near the outer layer of the geofoam were close to ambient air temperatures, 

confirming the insulation’s effectiveness in minimizing heat loss. However, temperature within 

the geofoam dropped rapidly with either increased time intervals between heat supply or increased 

distance from the heat source.  

Heat flux analyses revealed that the heat flux within the bridge deck was directly proportional to 

the temperature difference between the inlet fluid and the ambient air. The efficiency of heat 

transfer was influenced by several factors, including the thermal conductivity of the concrete, the 

presence and quality of thermal insulation, boundary conditions, pipe spacing, the void ratio of the 

geofoam, the contact area between the pipes and geofoam, and the pipe diameter. Experimental 

results indicated that approximately 60% of the supplied heat was successfully transferred to the 

bridge deck surface, with a uniform temperature distribution observed across the deck. These 

findings suggest that a surface-attached hydronic heating system is effective for deicing bridge 

decks within the temperature ranges studied. 

 

Figure 45. (a) The schematic of experimental set-up (b) 

laboratory setup (Yu et al., 2020)  
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Inlet Flow Rate and Temperature 

Ghasemi-Fare et al. (2015) investigated the feasibility of using geothermal energy for bridge deck 

snow melting through experimental studies conducted at the Civil Infrastructure Testing and 

Evaluation Laboratory (CITEL) at Pennsylvania State University (PSU). A model-scale energy 

pile system was constructed to evaluate the influence of various design parameters, such as inlet 

fluid temperature and flow rate, on heat extraction and transfer efficiency (Figure 46). The 

experimental setup included a concrete pile with a diameter of 100 mm (4 in.) and a length of 

1.38 m (4.5 ft), embedded in a 1.83 m × 1.83 m × 2.13 m (6 ft × 6 ft × 7 ft) soil bed. A U-loop heat 

exchanger, made of polyvinyl chloride (PVC) with an inner diameter of 9.5 mm (0.4 in.) and a 

wall thickness of 3 mm (0.12 in.), was embedded within the pile. To improve workability, a water-

reducing concrete admixture was added at a dosage of 722 mL/m³. The resulting fresh concrete 

mix had a slump of 140 mm (5.5 in.), and the cured concrete achieved a compressive strength of 

40.94 MPa (20,305 psi) with the embedded U-loop. Temperature monitoring was conducted using 

94 Type-T thermocouples strategically placed within the soil bed. Figure 46(a) illustrates the 

experimental setup and data acquisition system. During testing, the ambient temperature was 

maintained at 19 °C (66 °F). For heating scenarios, the inlet fluid temperatures were 39 °C (102 °F) 

and 34 °C (93 °F), while for cooling cases, it was -9 °C (16 °F). The average linear flow velocity 

of the circulating fluid varied between 0.11 m/s (0.36 ft/s) and 0.66 m/s (2.16 ft/s) to study its 

impact on system performance. 

 

(a) 

 

(b) 
Figure 46. (a) Experimental set up (b) temperature contours after 0.5 day (Ghasemi-Fare et al., 2015) 

The temperature contour results revealed that the majority of heat transfer occurs in the radial 

direction. As shown in Figure 46(b) after 12 hours of operation, the thermal influence zones around 

the piles became clearly defined. This thermal influence zone is a critical consideration in the 

design of pile groups, as overlapping zones between adjacent piles can reduce the overall thermal 

efficiency of the system. Additionally, the results indicated that the energy transfer rate increased 

with higher flow rates of the circulating fluid, suggesting that flow rate is a key parameter for 

optimizing heat extraction in geothermal systems.  

Soil Thermal Properties 

In shallow geothermal foundations, heat exchange occurs as a result of the temperature difference 

between the pipe network embedded within the foundation piles and the surrounding soil. Heat 
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transfer in thermo-active foundations and boreholes primarily occurs through several mechanisms: 

(1) forced convection within the pipes, driven by the circulation of a heat carrier fluid; (2) 

conduction through the pipe walls; (3) conduction through the pile material, typically concrete; 

and (4) a combination of conduction and natural convection within the surrounding soil. These 

mechanisms work together to facilitate thermal energy exchange between the geothermal system 

and the ground. Figure 47 illustrates the primary heat transfer pathways between the circulating 

fluid, the concrete pile, and the surrounding soil. 

Ghasemi-Fare and Basu (2016) conducted laboratory 

experiments and finite difference analyses to 

evaluate the performance of geothermal energy piles 

equipped with a single U-shaped circulation pipe. 

Their findings indicated that the thermal efficiency 

of heat exchanger piles, under both short-term and 

long-term operation, is highly sensitive to the 

thermal properties of the surrounding soil. Heat 

transfer in soils is complex and involves multiple 

interacting mechanisms. The primary modes of heat 

transfer are: (1) conduction, (2) convection, and (3) 

radiation. In addition, several other mechanisms play 

a significant role in heat transfer within soils, 

including (4) vaporization and condensation, (5) 

freezing and thawing, and (6) ion exchange (Brandl, 

2006). Figure 48 illustrates these key heat transfer 

mechanisms. Among these, heat transfer occurs most 

effectively through the solid particles of the soil 

matrix, which serve as the preferred conduction 

pathway. 

 

 

Figure 48. Heat transfer paths in soil (Alrtimi et al., 2016) 

Heat transfer by conduction, the dominant heat flow mechanism in soils, refers to the transfer of 

thermal energy within solids and fluids (Dawoud et al., 2007). In contrast, convective heat transfer 

occurs through the movement of a fluid and is driven by the fluid’s bulk motion (Brandl, 2006). 

Convection can be either natural or forced. Natural convection arises from density differences 

caused by temperature gradients, leading to the migration of air or water molecules within the soil. 

Forced convection, on the other hand, is driven by external forces, such as groundwater flow. 

However, in soils with grain sizes smaller than sand, convective heat transfer is generally 

negligible (Farouki, 1981). Radiative heat transfer occurs in the pore spaces of soil through 

 

Figure 47. Primary heat transfer 

mechanisms in a thermo-active foundation 

with heat exchanger pipe embedded in a 

concrete pile and surrounded by soil (not to 

scale) (Atalay, 2019)  
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electromagnetic waves or photons. This mechanism contributes minimally to overall heat flow in 

natural soils, typically less than 2% (Rees et al., 2000) but may account for up to 10% of total heat 

transfer in coarse aggregates with particle sizes around 20 mm (Farouki, 1981). Therefore, 

radiation is only a significant factor in dry, coarse-grained materials such as gravel. 

One of the objectives of this research is to comprehensively investigate the effects of bio-

cementation on the thermal properties of soil, particularly thermal conductivity and heat capacity. 

Heat transfer in soils is influenced by several factors, including grain size, composition, density, 

and moisture content. Among these, grain size plays a key role by affecting secondary parameters 

such as porosity, permeability, fabric, and specific surface area, all of which impact thermal 

conductivity. Therefore, while grain size is not a direct driver, it must be considered in the 

evaluation of primary thermal parameters (Midttomme & Roaldset, 1998). Another critical 

structural factor is the nature and number of contacts between soil particles. Studies have shown 

that bio-cementation, particularly through Microbially Induced Calcite Precipitation (MICP), 

enhances these particle contacts by depositing calcite crystals at interparticle boundaries. This 

process forms 'thermal bridges' that significantly improve thermal conductivity (Venuleo et al., 

2016). In fact, MICP treatment has been reported to increase the thermal conductivity of sand by 

as much as 250%, highlighting its potential to improve the thermal behavior of treated soils. 

Effect of Bio-Cementation on Thermal Properties of Soil 

Microorganisms can alter their surrounding chemical environment to induce the precipitation of 

calcium carbonate, forming a type of bio-cement (DeJong et al., 2010; Phillips et al., 2013; van 

Paassen et al., 2010). One extensively studied mechanism involves the enzyme urease, produced 

by microbes or plants, which catalyzes the hydrolysis of urea. This reaction alters the saturation 

state of the environment, and in the presence of calcium ions, leads to the precipitation of calcium 

carbonate (Cuthbert et al., 2013; Ebigbo et al., 2012; Hommel et al., 2015; Mitchell et al., 2013; 

Phillips et al., 2016; Phillips et al., 2013). The hydrolysis of urea by urease creates favorable 

conditions for CaCO₃ formation, as summarized in Equation 3.  

(NH2)2CO + 2H2O + Ca2+ → 2NH4
+ + CaCO3                            (3) 

In this process, the precipitation of calcium carbonate (CaCO₃), typically in the stable mineral form 

of calcite, binds porous media such as soil particles. Microbially Induced Calcite Precipitation 

(MICP)-treated sand has been shown to reduce soil settlement (DeJong et al., 2006; van Paassen 

et al., 2010), increase shear strength (Chou et al., 2011; DeJong et al., 2006; Ismail et al., 2002), 

and enhance stiffness (Feng & Montoya, 2015; Lin et al., 2016; Montoya & DeJong, 2015). 

The Microbially Induced Calcite Precipitation (MICP) treatment primarily influences the average 

dry density of the soil. The precipitation of calcite increases the solids content by binding soil 

particles together at their contact points through the formation of calcite bridges (Whiffin et al., 

2007). This process not only increases dry density but also reduces porosity, as calcite crystals 

grow around soil particles and fill void spaces. As porosity decreases, the number of particle-to-

particle contacts increases, enhancing the pathways for heat transfer through solid particles, which 

have higher thermal conductivity than air. Consequently, the overall thermal conductivity of the 

treated soil improves. As illustrated in Figure 49, an increase in the number of MICP treatment 

cycles leads to greater calcite formation, resulting in a substantial enhancement in thermal 

conductivity, up to 120% higher after four treatment cycles compared to untreated sand.  
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Figure 50(a) and (b) illustrate the variation in thermal conductivity across different degrees of 

saturation (S), ranging from 0% to 100%, for both untreated and bio-treated soil specimens. Since 

the thermal conductivity of water is significantly higher than that of air, an increase in water 

content enhances heat flow through the soil, resulting in higher overall thermal conductivity. 

Martinez et al. (2019) demonstrated that the thermal conductivity of a dry soil specimen (S = 0) 

increased by 860% upon full saturation. As shown in  

 

Figure 50(a), the influence of water content on thermal conductivity is most pronounced at lower 

saturation levels. As saturation increases, the rate of conductivity increase slows for both treated 

and untreated soils. At higher degrees of saturation, within the capillary and funicular regimes, 

thermal conductivity is primarily governed by particle-to-particle contact and the presence of 

continuous water films, while the influence of residual air voids becomes negligible (Likos, 2015). 
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Figure 49. Thermal conductivity and dry density of MICP-treated sand versus MICP treatment cycles 

(Wang et al, 2019)  

 

 

Figure 50(b) illustrates the change in thermal conductivity resulting from Microbially Induced 

Calcite Precipitation (MICP) treatment across varying degrees of saturation (Venuleo et al., 2016). 

As shown, the effect of bio-cementation is significantly more pronounced at lower saturation 

levels. Specifically, the enhancement in thermal conductivity due to bio-cementation decreases 

sharply as the degree of saturation increases. This is because the thermal conductivity of calcite is 

substantially higher than that of air (approximately 0.026 W·m⁻¹·K⁻¹), making its influence most 

notable in dry soils. In dry sand, calcite crystals replace air voids and form cementation bridges 

between grains, creating highly conductive heat transfer paths by increasing inter-particle contact. 

Under these dry conditions, MICP treatment was found to increase thermal conductivity by up to 

330%. In contrast, the same increase in calcium carbonate content resulted in only a 15% 

improvement under fully saturated conditions, where the presence of water already facilitates 

higher thermal conduction. 
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Figure 50. Effect of degree of saturation on (a) thermal conductivity of the MICP-treated and untreated 

sand (b) improvement in thermal conductivity of the MICP-treated soil (Venuleo et al., 2016) 

Numerical Modeling Studies on the Efficiency of Shallow Geothermal Energy System 

Several numerical modeling studies have been conducted to evaluate the energy performance of 

bridge deck deicing systems. This section highlights the key factors that directly and indirectly 

influence system efficiency and overall performance. 

Inlet Fluid Temperature and Flow Rate 

This section presents findings from previous studies examining the influence of inlet fluid 

temperature and flow rate on the performance of bridge deck hydronic heating systems. Key 

performance indicators include: (1) average bridge deck surface temperature, (2) the temperature 

difference between inlet and outlet fluid, (3) the time required to raise the deck temperature above 

the freezing point of water, and (4) overall energy consumption. Results show that increasing the 

inlet fluid temperature leads to a higher surface temperature, a greater temperature differential 

between inlet and outlet, and a shorter time to reach 0 °C (32 °F). While a high inlet flow rate has 

minimal effect on system performance, a low volumetric flow rate can result in excessive 

temperature drops and uneven surface heating, which may induce thermal stresses and surface 

cracking. Additionally, operating a hydronic system with unnecessarily high inlet fluid 

temperatures or flow rates increases energy use and operating costs. Therefore, defining an optimal 

relationship between inlet temperature and volumetric flow rate is essential to minimize energy 

consumption while maintaining effective deicing performance. 

Balbay and Esen (2013) performed three-dimensional (3D) finite element modeling using the 

FLUENT computational fluid dynamics (CFD) software to investigate the impact of fluid inlet 

temperature on the performance of a ground source heat pump (GSHP) system. Their study 

focused on how varying borehole depths influence the surface temperature distribution of a bridge 

deck. The geometry of the bridge deck model used in the simulation was consistent with the 

experimental setup described in their earlier study Balbay and Esen (2010). Figure 51(a) presents 

the meshed model used for the simulations. In the model, the fluid inlet velocity was set at 0.07 m/s, 

and the outlet was maintained at atmospheric pressure. Boundary conditions included an open top 

surface exposed to ambient air and insulated side boundaries. A 1-cm (0.4-inch) thick layer of 

snow and/or ice was assumed to cover the top surface, with both the top and bottom surfaces 
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initialized at a temperature of -7 °C (19.4 °F). The average fluid inlet temperature was set at 36 °C 

(96.8 °F). Figure 51(b) shows a sample output illustrating the temperature distribution within the 

bridge deck model for a borehole depth of 90 m (295 ft). The results of the study demonstrated two 

key findings: (1) the fluid inlet temperature increased with deeper geothermal boreholes, and (2) 

higher inlet fluid temperatures led to increased average surface temperatures and larger 

temperature differentials between the inlet and outlet circulating fluid. 

 
Figure 51. (a) The mesh of deck model (b) distribution of temperature within the bridge deck using 

boreholes depths of 90 m (295 ft) (Balbay & Esen, 2013) 

Chowdhury (2019) developed a 

three-dimensional numerical 

model using the finite element 

software COMSOL 

Multiphysics to evaluate the 

performance of an externally 

heated geothermal bridge deck 

under varying weather 

conditions in the Dallas–Fort 

Worth area. The bridge deck 

geometry was based on the 

experimental setup used by Yu 

et al. (2020), as shown in 

Figure 45 (previous section). A 

meshed view of the modeled bridge deck is presented in Figure 52. A key assumption in the 

simulation was that the bridge deck had been pre-heated during snowfall and that no snow 

accumulation was present on the surface. The circulating fluid used in the model was water, with 

a flow rate of 7.5 L/min (2 gal/min), and an average inlet temperature maintained at approximately 

22 °C (71.6 °F) throughout the simulation event. Weather and wind speed data for extreme cold 

events between 2014 and 2018 were sourced from the National Oceanic and Atmospheric 

Administration (NOAA). Model simulations for inlet fluid temperatures of 22 °C (71.6 °F) and 

38 °C (100.4 °F) were conducted for the coldest days of 2016 (December 17–20), and results are 

shown in Figure 53 (a) and (b), respectively. Temperature monitoring at location T1, positioned 

1.27 cm (0.5 in.) below the bridge deck surface, revealed that an inlet fluid temperature of 22 °C 

was insufficient to maintain surface temperatures above freezing. The simulation concluded that, 

 
Figure 52. Meshed 3D model (Chowdhury, 2019) 
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under these conditions, an inlet fluid temperature of approximately 38 °C (100.4 °F) was necessary 

to keep the deck surface above freezing and ensure effective deicing. 

 
Figure 53. Weather data and numerical model results in the coldest day of 2016, December 19, 2016, for 

inlet fluid temperatures of (a) 22°C (b) 38°C (Chowdhury, 2019) 

Yu et al. (2017) conducted a series of three-dimensional numerical simulations using the finite 

element software COMSOL Multiphysics to investigate the effects of flow rate and inlet fluid 

temperature on the performance of a bridge deck deicing system. The baseline model configuration 

is shown in Figure 54. The model dimensions were 3.5 m (11.5 ft) × (2 × pipe spacing in meters) 

× 0.25 m (10 in.). Both the pipe spacing and the embedded depth were set to 20 cm. The circulating 

fluid, water mixed with 25% propylene glycol, was transported through pipes with an inner 

diameter of 14 mm (0.55 in.) and a wall thickness of 3 mm (0.12 in.). The study did not consider 

the snow melting process; instead, it assumed that the bridge deck was preheated before snowfall 

and no snow accumulation occurred. The initial temperature of the bridge deck was set at -2 °C 

(28.4 °F), with the baseline inlet fluid temperature and flow rate set at 12 °C (53.6 °F) and 0.6 m/s, 

respectively. Simulations were run for a range of inlet temperatures (6 °C to 20 °C or 42.8 °F to 

68 °F) and flow rates (0.3 m/s to 1.5 m/s or 1.0 ft/s to 4.9 ft/s). Figure 55 and Figure 56 illustrate 

the influence of inlet temperature (Figure 55) and flow rate (Figure 56) on the average bridge deck 

surface temperature and the time required for the surface to rise above the freezing point. The 

results showed that increasing the inlet fluid temperature significantly elevated the deck surface 

temperature and reduced the time needed to reach above-freezing conditions. While the flow rate 

had a less pronounced effect on surface temperature, it did contribute to a reduction in the time 

required to exceed the freezing threshold. 
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Figure 54. Numerical baseline model configuration of the bridge deck (Yu et al., 2017) 

 
Figure 55. Effect of inlet fluid temperature on (a) average deck surface temperature (b) time required to 

reach above-freezing point (Yu et al., 2017) 

 
Figure 56. Effect of flow rate on (a) average deck surface temperature (b) time required to reach above-

freezing point (Yu et al., 2017) 

Feng and Yin (2019) conducted a three-dimensional numerical simulation of fluid flow and heat 

transfer in a bridge deck using ANSYS, employing a thermal-fluid hydraulic coupling method to 

evaluate the performance of a bridge deck deicing system. This coupling method accounts for 

temperature variations of the circulating fluid along the pipe network, providing a more realistic 

representation of system behavior. The numerical model configuration is shown in Figure 57. 

Adiabatic boundary conditions were applied to the sides of the bridge deck model, meaning that 

no heat transfer was allowed through these boundaries. The inlet fluid temperature was set at 15 °C 

(59 °F), and the flow velocity was varied between 0.6 m/s (2 ft/s) and 2 m/s (6.6 ft/s) to analyze 

system performance under different operational scenarios.  

 
  

(a) (b) (c) 
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Figure 57. 3D Finite Element model meshing for: (a) whole model, (b) serpentine pipes, and (c) pipes 

and surrounding concrete (Feng & Yin, 2019) 

The time histories of deck surface temperatures for varying inlet fluid temperatures are shown in 

Figure 58. The results indicate that surface temperature exhibited only minor changes with varying 

flow rates, suggesting that the influence of flow rate on surface temperature is negligible. 

Consequently, increasing the circulating fluid flow rate does not significantly enhance the system’s 

heat transfer efficiency. 

Ho et al. (2019) investigated the effects of 

inlet fluid temperature and flow rate on the 

performance of a hydronic heating system 

under the extreme continental climate of 

western and central North Dakota, using 

COMSOL Multiphysics software. With an 

average winter ambient temperature of -

12.4 °C (9.7 °F), North Dakota experiences 

significantly higher heat demand during 

winter compared to many other regions in 

the United States (Ho & Dickson, 2017). 

The simulated concrete panel had 

dimensions of 7.31 m (24 ft) × 7.16 m 

(23.5 ft) × 0.61 m (2 ft), with heating pipes 

embedded at a depth of 7.6 cm (3 in.) and spaced 15.2 cm (6 in.) apart horizontally. The model 

assumed insulated sidewall boundaries, while heat transfer was permitted through the top and 

bottom surfaces. The simulation coupled heat transfer between the circulating fluid and the pipe 

wall, as well as between the pipe wall and the surrounding concrete. The model also included the 

snow melting process to capture realistic surface conditions. The study examined a wide range of 

operating parameters. Inlet fluid temperatures varied from -30 °C (-22 °F) to 60 °C (140 °F), while 

ambient air temperatures ranged from -25 °C (-13 °F) to -5 °C (23 °F). Fluid flow rates were tested 

between 0.0002 m³/s (0.007 ft³/s) and 0.001 m³/s (0.035 ft³/s), allowing the researchers to evaluate 

the sensitivity of system performance to both thermal and hydraulic inputs. 

Figure 59 presents the surface temperature distribution and circulating fluid temperature variation 

for a fluid inlet temperature of 30 °C (86 °F), an ambient temperature of -25 °C (-13 °F), and a flow 

rate of 0.21 L/s (0.05 gal/s). As shown in Figure 59(a), the pavement surface temperature remained 

mostly below the freezing point. Figure 59(b) indicates a significant temperature drop between the 

inlet and outlet fluid temperatures, highlighting substantial heat loss to the surrounding 

environment. Figure 60(a) illustrates the influence of inlet fluid temperature on pavement surface 

temperature at the same ambient air temperature of -25 °C (-13 °F). The results show that an inlet 

fluid temperature of 60 °C (140 °F) was sufficient to maintain the pavement surface temperature 

above freezing, regardless of the volumetric flow rate. In contrast, with an inlet fluid temperature 

of 30 °C (86 °F), surface temperatures ranged between 3.2 °C (38 °F) and -1.4 °C (29.5 °F), 

depending on the flow rate. These findings emphasize that both inlet fluid temperature and flow 

rate are critical parameters influenced by ambient air temperature. As shown in Figure 60(b) 

increasing the flow rate led to higher surface temperatures, while lower flow rates resulted in 

greater temperature gradients across the pavement surface. This non-uniform thermal distribution 

 
Figure 58. Surface temperature with variation of 

inlet flow rate (Feng & Yin, 2019) 
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may cause uneven stress along the surface, potentially leading to cracking and long-term durability 

issues. 

Pipe Spacing and Embedded Depth 

The pipe embedment depth refers to the vertical distance from the pipe to the bridge deck surface, 

while pipe spacing denotes the horizontal distance between adjacent pipes. Both parameters play 

a critical role in determining heat transfer efficiency through the bridge deck and, consequently, 

the overall performance of the hydronic heating or cooling system. Findings from previous studies 

indicate that increasing the pipe spacing or embedment depth results in a lower average surface 

temperature and a longer time required to raise the deck surface above freezing. These effects 

highlight the importance of optimizing pipe layout to ensure effective and energy-efficient deicing 

performance.  

 
(a) 

 
(b) 

Figure 59. Contours of (a) surface temperature of heated deck (b) circulating fluid temperature variation, 

inlet fluid temperature 30°C (86°F), ambient temperature of -25°C (-13°F), and flow rate of 0.21 l/s (0.05 

gal/s) (Ho et al., 2019) 

 

Figure 60. Temperature of heated pavement versus volumetric flow rate for ambient temperature of (a) -

25°C (-13°F) (b) -15°C (5°F)(Ho et al., 2019) 
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Feng and Yin (2019) conducted a numerical study to investigate the effects of pipe embedment 

depth and pipe spacing on the performance of a bridge deck snow melting system. Figure 61(a) 

illustrates the surface temperature distribution after 4.25 hours of heating for a constant pipe 

spacing of 15 cm (5.9 in.) and three different embedment depths: 9 cm (3.5 in.), 10 cm (3.9 in.), 

and 11 cm (4.3 in.). The results show that as the embedment depth increases, more time is required 

for heat to reach the surface, resulting in lower surface temperatures. Figure 61(b) presents the 

surface temperature distribution for a fixed embedment depth of 11 cm (4.3 in.) and varying pipe 

spacings of 10 cm (3.9 in.), 15 cm (5.9 in.), and 20 cm (7.9 in.). The results indicate that the surface 

temperature decreases as pipe spacing increases. Specifically, increasing the pipe spacing from 

10 cm to 20 cm led to a reduction in maximum surface temperature ranging from 1.4 °C (34.5 °F) 

to 1.7 °C (35 °F). As shown in Figure 50, wider pipe spacing also resulted in a steeper temperature 

gradient across the surface, indicating less uniform heat distribution.  

 
Figure 61. Comparison of surface temperature difference with (a) different pipe embedded depth in terms 

of pipe spacing of 15 cm (b) different pipe spacing in terms of pipe embedded depth of 15 cm (5.9 inch) 

(Feng & Yin, 2019) 

Bowers Jr (2016) conducted a 3D finite element analysis of a shallow geothermal energy bridge 

deck deicing system using COMSOL Multiphysics to evaluate performance across different 

geometric configurations. The modeled bridge deck measured 3.7 m (12.1 ft) in width, with a 

length equal to four times the pipe spacing, and a thickness of 25.4 cm (10 in.). In the baseline 

model, the heat exchanger pipes were embedded at a depth of 7.45 cm (2.9 in.) with a pipe spacing 

of 20 cm (7.9 in.). The inlet fluid temperature was set at 12 °C (53.6 °F). Figure 62 illustrates both 

the model geometry and the mesh configuration. The study investigated four different pipe spacing 

scenarios: 15 cm (5.9 in.), 20 cm (7.9 in.), 25 cm (10 in.), and 30 cm (12 in.). Boundary conditions 

were applied such that the side walls of the bridge deck were insulated, allowing heat transfer only 

through the top and bottom surfaces. Figure 63 shows the contours of average surface temperatures 

for the various pipe spacing cases. Results indicated that both the average surface temperature and 

the time required to raise the surface above freezing increased as pipe spacing widened, due to 

reduced heat coverage between pipes. Models with narrower pipe spacing (e.g., 15 cm) delivered 

more energy per unit pipe length than those with wider spacing, such as 25 cm and 30 cm. Wider 

spacing resulted in slower heating of the deck surface between pipes, as heat took longer to reach 

midpoints between loops. Although models with wider spacing had greater deck volume to heat 

per unit pipe length, they exhibited slightly lower energy loss compared to narrower 

configurations. Overall, the study concluded that systems with wider pipe spacing may be 

marginally more efficient in terms of energy use, though at the cost of slower surface heating 

performance. 



  

Final Report Literature Review 

  

 

Civil Engineering Department, CE    Page 58 

 

 
Figure 62. (a) Numerical baseline model configuration, (b) Numerical modeling mesh (Bowers Jr, 2016) 

 
Figure 63. Contours of deck surface temperature for different pipe spacing when the average surface 

temperature reached above freezing point (Bowers Jr, 2016) 

A parametric study by Yu et al. (2017) investigated the effect of pipe embedment depth on the 

performance of a geothermal bridge deck deicing system and identified it as a critical design 

parameter. As shown previously in Figure 54, the baseline model used a pipe spacing of 20 cm 

(7.9 in.), while the embedment depth of the pipes varied from 4 cm (1.6 in.) to 12 cm (4.7 in.). The 

system circulated fluid with an inlet temperature of 12 °C (53.6 °F) at a flow rate of 0.6 m/s. The 

ambient temperature was held constant at -2 °C (28.4 °F), and wind effects were excluded from 

the simulation. Figure 64(a) illustrates that the average bridge deck surface temperature decreased 

as the pipe embedment depth increased, due to the greater distance between the heat source and 

the deck surface. Similarly, Figure 64(b) shows that the time required for the surface temperature 

to rise above freezing increased significantly with deeper pipe embedment. These findings 

highlight the importance of optimizing pipe placement to improve thermal efficiency in 

geothermal bridge deck heating systems.  
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Figure 64. (a) Average deck surface temperature, and (b) time required to reach above-freezing point at 

top surface of bridge deck (Yu et al., 2017) 

Weather Condition (Snowfall Rate, Wind Speed, and Ambient Temperature) 

Bowers Jr (2016) evaluated the performance of a baseline shallow geothermal bridge deck deicing 

system under varying ambient air temperatures, ranging from -10 °C (14 °F) to -0.5 °C (31 °F). 

Figure 65(a) illustrates how both the average surface temperature and the proportion of the deck 

area maintained above 0 °C (32 °F) changed over time at different ambient conditions. The results 

showed that lower ambient temperatures significantly increased the time required to raise the deck 

surface above the freezing point. For example, at an ambient temperature of -10 °C (14 °F), it took 

approximately four hours for the deck surface to reach above 0 °C, whereas much less time was 

needed at higher ambient temperatures. Figure 65(b) presents the cumulative energy input required 

for deck heating at each ambient temperature relative to the baseline model. The findings indicated 

that as ambient temperatures decreased, the amount of energy injected into the deck increased 

accordingly. This is attributed to the greater thermal loss to the environment at lower temperatures, 

which necessitates more energy to maintain a safe surface temperature. Overall, the study 

confirmed that colder air temperatures substantially increase the energy demand and heat loss 

associated with geothermal bridge deck deicing systems. 

 
Figure 65. (a) Average deck surface temperature and area of deck surface above 0°C (32°F) for different 

ambient temperatures (b) Distribution of injected energy to the deck and lost energy for different air 

temperatures (Bowers Jr, 2016) 

Bowers Jr. (2016) investigated the impact of wind speed on the performance of a bridge deck 

deicing system. The study analyzed average deck surface temperatures and the area of the deck 

maintained above 0 °C (32 °F) under varying wind speeds, ranging from 2 m/s (6.6 ft/s) to 20 m/s 
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(65.6 ft/s), as shown in Figure 66(a). Results indicated that as wind speed increased, the average 

surface temperature decreased, and it took longer for the deck to reach temperatures above freezing 

Figure 66(b). presents the distribution of energy input used to heat the deck versus the energy lost 

to the surrounding environment at different wind speeds. The findings show that higher wind 

speeds lead to significantly greater energy losses. At a wind speed of 20 m/s (65.6 ft/s), more than 

75% of the input energy was lost to the environment, an amount 50% greater than the loss at 2 m/s 

(6.6 ft/s). Additionally, the mode of heat loss shifted with increasing wind speed: at speeds above 

15 m/s (49 ft/s), over 90% of the energy loss occurred through convection, whereas at 2 m/s, 

convection accounted for approximately 70% of the total energy loss. These results emphasize the 

critical role of wind speed in determining the energy efficiency of bridge deck deicing systems. 

 
 Figure 66. (a) Average deck surface temperature and area of deck surface above 0°C (32°F) for different 

wind speeds (b) Distribution of injected energy to the deck and lost energy for different wind speeds 

(Bowers Jr, 2016) 

Yu et al. (2017) Yu et al. (2017) investigated the impact of wind speed on the bridge deck heating 

process. Wind speeds ranging from 1 m/s (3.3 ft/s) to 6 m/s (20 ft/s) were analyzed. The effects of 

wind speed on both the average surface temperature and the time required for the deck surface to 

exceed 0 °C (32 °F) are shown in Figure 67(a) and (b), respectively. The results indicated that as 

wind speed increased, the average surface temperature decreased, and the time required for the 

surface to rise above freezing increased. Notably, the influence of wind speed became more 

significant at speeds above 2 m/s (6.6 ft/s), while it remained negligible at lower speeds. However, 

at wind speeds of 4 m/s (13.1 ft/s) or higher, the reduction in surface temperature plateaued, 

suggesting a threshold beyond which further increases in wind speed have diminishing effects. 

 
Figure 67. (a) Average deck surface temperature (b) time required to reach above-freezing point at 

bridge deck surface (Yu et al., 2017) 
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Bowers Jr (2016) evaluated the performance of a bridge deck deicing system under three different 

snowfall rates: 2 cm/hr (0.79 in/hr) representing mild conditions, 5 cm/hr (1.97 in/hr) for moderate 

conditions, and 10 cm/hr (3.94 in/hr) for severe conditions. Figure 68(a) illustrates the average 

deck surface temperatures corresponding to each snowfall rate. The results showed that the rate of 

surface temperature decrease during snowfall was directly influenced by the snowfall intensity, 

the higher the snowfall rate, the greater the initial surface temperature drop. However, after the 

initial decrease, surface temperatures gradually increased due to system operation. Figure 68(b) 

compares the deck heating flux per unit surface area for the different snowfall rates. Deck heating 

flux is defined as the rate of energy transferred to the deck per unit area. As shown, higher snowfall 

rates required greater heating fluxes to maintain surface temperature, highlighting the increased 

energy demand under severe snow conditions. 

 
Figure 68. (a) Average deck surface temperature with different snowfall rate (b) deck heating flux 

per surface area for different snowfall rates (Bowers Jr, 2016) 

Liu et al. (2019) conducted a sensitivity analysis to examine the impact of snowfall rate on the 

optimal design of a hydronic snow melting system. In their study, the bridge deck model measured 

4 m (13 ft) in length, 7 m (23 ft) in width, and 0.2 m (8 in.) in thickness. The horizontal pipe spacing 

was 5 cm (2 in.), with pipes embedded 20 cm (8 in.) below the surface. The 3D configuration of 

the numerical model is shown in Figure 69(a) Inlet fluid temperature and flow rate were optimized 

using the Nelder-Mead algorithm to minimize energy consumption for snow melting. The 

circulating fluid flow rate was set at 1 m/s (3.3 ft/s), and the optimal hourly inlet temperature was 

determined accordingly. The model assumed insulated bottom and side boundaries (no heat flow), 

and a complete energy balance approach was used to calculate the required heat flux. Because 

surface heat flux is influenced by several climate-related factors, including snowfall rate, ambient 

temperature, and wind speed, two snowfall rates were analyzed: (1) a base case of 0.3 cm/h 

(0.12 in./h) and (2) an elevated rate of 0.39 cm/h (0.15 in./h), representing a 30% increase. Figure 

69(b) compares the cumulative energy consumption for both scenarios. The analysis revealed that 

increasing the snowfall rate by 30% resulted in a 35% rise in energy consumption, indicating that 

the energy required to melt snow, particularly during the phase change, is substantial. These 

findings underscore the importance of accurately accounting for snowfall rates in the design of 

efficient hydronic heating systems for snow melting applications. 
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Figure 69. (a) Mesh of bridge deck model and snow melting system (b) accumulated energy consumption 

with various snowfall rate (Liu et al., 2019) 

Ghasemi-Fare & Basu, (2016) employed a finite difference analysis to evaluate the thermal 

performance of geothermal energy piles equipped with a single U-shaped circulation pipe. Figure 

70 illustrates how key parameters influence the efficiency of geothermal piles after 12 hours and 

60 days of operation. Their analysis identified three primary factors affecting the snow and ice 

melting capacity of hydronic heating systems: (1) the initial temperature difference, θ (θ = 

Tinlet−Tinitial), 2) the thermal conductivities of surrounding soil, ks, and concrete, kc, and 3) 

circulation system design parameters such as the radius of the pipe, rt, pipe depth, and pipe spacing. 

The study concluded that system efficiency improves with higher fluid inlet temperatures and 

greater concrete thermal conductivity. However, increased pipe embedment depth and wider 

spacing negatively impact system performance. In the short term, efficiency was most sensitive to 

the pipe radius, while over longer periods, soil thermal conductivity became the dominant factor. 

Additionally, ambient air temperature, the temperature gradient between the ground and the 

circulating fluid, and the depth to the groundwater table were found to significantly influence 

GSHP system performance. For regions in Montana where the groundwater level is relatively 

shallow, GSHP systems are expected to operate more efficiently. 

 
Figure 70. Effects of key parameters on the efficiency of a geothermal piles after 12 hrs and 60 days of 

operation (Ghasemi-Fare & Basu, 2016) 
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Optimization of Heat Extraction/Injection in Primary Unit 

One of the primary challenges in the design and long-term operation of ground source heat pump 

(GSHP) systems is the gradual change in subsurface temperature resulting from continuous heat 

extraction and injection. These temperature shifts can significantly affect system efficiency and 

overall performance. The configuration of the heat exchange system, particularly the spatial 

arrangement and sequencing of energy piles or wells, plays a critical role in how the ground 

temperature evolves over time. Several studies have examined the strategic use of selected piles 

or wells within a grid to reduce thermal interference, minimize energy loss to the ground, and 

enhance heat pump efficiency. This section reviews key findings from prior research to evaluate 

how geometric layout and operational strategies influence the thermal behavior and effectiveness 

of GSHP systems with multiple heat exchangers. Optimization of energy extraction in shallow 

geothermal systems has been explored by de Paly et al. (2012), Beck et al. (2013), and Bowers Jr. 

and Olgun (2020). In particular, Bowers Jr. and Olgun (2020) developed a numerical model using 

COMSOL Multiphysics™ to simulate vertical heat exchangers and investigate various heat 

injection and extraction scenarios, along with their impacts on the efficiency of shallow geothermal 

energy (SGE) systems. Their model was based on the approach developed and calibrated by 

Ozudogru et al. (2015) and incorporated the full borehole-soil system. Key components included 

fluid circulation pipes, a one-dimensional line element centered within the fluid pipes, thermal 

grout, and the surrounding soil. To improve computational efficiency, the authors applied two 

major simplifications: symmetry and domain discretization. The model featured a 6 × 6 grid of 

energy piles, each with a diameter of 15 cm (5.9 in.) and a center-to-center spacing of 8 m (26 ft), 

as shown in Figure 71(a). Quadrilateral symmetry with zero heat flux at the symmetry boundaries 

was applied to reduce computational demands. A constant temperature equal to the initial ground 

temperature was assigned to the outer model boundaries. Inside each energy pile, a single U-

shaped heat exchanger pipe with an inner diameter of 3.4 cm (1.34 in.) and a wall thickness of 

3.8 mm (0.15 in.) was modeled. The meshed domain around the geothermal boreholes is illustrated 

in Figure 71(b).  

 

(a) 

 

(b) 
Figure 71. (a) Grid arrangement of boreholes (b) the Meshing of the pile and heat exchanger pipes 

(Bowers Jr & Olgun, 2020) 

The results of this study indicated that the arrangement of geothermal energy piles significantly 

influences energy loss within the system and, consequently, its long-term efficiency. As illustrated 
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in Figure 72, the energy piles in the grid were categorized into three groups, inner, middle, and 

outer, and various heat extraction and injection scenarios were analyzed. In the first scenario, 

referred to as the “Base” scenario, all three groups of energy piles operated simultaneously over a 

five-month period with a uniform extraction rate of 20 W/m (6 W/ft) per pile. The second scenario, 

called the “Outside-Inside” scenario, involved staged operation: for the first 75 days, only the outer 

piles were used for heat extraction at a rate of 36 W/m (11 W/ft), followed by the activation of the 

inner and middle piles for the remaining 75 days at a higher extraction rate of 45 W/m (14 W/ft). 

The final scenario, termed “Different Rates,” assigned variable extraction rates to each group over 

the entire five-month period. In this case, all piles operated continuously, but with differing 

extraction rates: 25 W/m (7.6 W/ft) for the outer group, 16 W/m (5 W/ft) for the middle group, and 

7 W/m (2.1 W/ft) for the inner group..   

 
Figure 72. Different extraction strategies (Bowers Jr & Olgun, 2020) 

Several metrics were used to evaluate the performance of each scenario, including temperature 

measurements at selected locations and the net change in energy within the geothermal footprint 

area (Bowers, 2016). The net energy change is influenced by the volumetric heat capacity of the 

surrounding soil and variations in average air temperature. Figure 73 compares the net change in 

energy within a grid of energy piles at two time points: the end of the five-month extraction period 

and after one full year. At the end of the extraction period, none of the scenarios showed a net 

positive energy balance (Figure 73). However, by the end of one operational year, Scenario 3, 

featuring variable extraction rates, achieved a positive net energy change of 8 MJ. In contrast, 

Scenario 2 and the base case showed energy losses of 13 MJ and 17 MJ, respectively. The results 

suggest that extracting energy from the outer group of piles either earlier or at a higher rate helps 

retain more energy within the geothermal footprint. Among the three configurations tested, 

Scenarios 2 and 3 were more effective than the base case in preserving subsurface thermal energy. 

Moreover, the greater disparity in extraction rates used in Scenario 3 contributed to its higher 

efficiency.  

de Paly et al. (2012) developed an optimization algorithm based on linear programming to enhance 

energy extraction efficiency in a borehole heat exchanger (BHE) system. Leveraging the linear 

relationship between the heat loads of individual boreholes and the resulting ground temperature 

change, they formulated a linear optimization problem. The objective of the study was to minimize 

the overall temperature drop in the ground by adjusting the heat extraction rates at each borehole. 

The model assumed a 30-year operational period and employed the analytical line heat source 

equation to represent thermal interactions for each borehole. Using the superposition principle, the 

researchers estimated the cumulative ground temperature change resulting from multiple boreholes 

operating with time-varying loads. The system geometry, shown in  Figure 74, consisted of a 5 × 
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5 array of boreholes, each 100 m (328 ft) deep and spaced 10 m (32.8 ft) apart. The optimized 

scenario was compared to a baseline case in which equal energy was extracted from all boreholes. 

The results demonstrated that variable, optimized extraction rates significantly reduced ground 

temperature depletion compared to uniform loading, highlighting the potential benefits of load 

distribution optimization in BHE system design.   

 
Figure 73. Comparison of the net energy remaining within the energy pile grids at the end of extraction 

and end of operational year for three scenarios (Bowers Jr & Olgun, 2020) 

Figure 74 presents the temperature distribution and borehole heat exchanger (BHE) workloads for 

an optimized geothermal system case. During winter, when energy demand is highest, heat 

extraction was initiated from the boreholes located at the outer edge of the field and progressively 

shifted inward. The results demonstrated that the inner boreholes were thermally insulated by the 

surrounding outer boreholes, limiting their ability to receive conductive heat from the ambient 

ground. Over a 30-year operation period, for the same annual energy extraction, the optimized 

configuration resulted in an 18% reduction in subsurface temperature decline. This indicates that 

the optimization strategy produced a more uniform ground temperature distribution and improved 

energy extraction efficiency without increasing environmental impact. However, successful 

implementation of such a system requires an advanced control framework capable of continuously 

monitoring and dynamically adjusting the heat extraction rates for each borehole. 

Beck et al. (2013) utilized a similar modeling approach to optimize a borehole heat exchanger 

(BHE) system by focusing on the geometric arrangement of boreholes and the distribution of 

energy extraction to minimize surface temperature decline. As in the study by de Paly et al. (2012), 

boreholes were modeled using an analytical line source approach. The optimization was conducted 

over a 50 m × 50 m (164 ft × 164 ft) field containing 36 boreholes, each 100 m (328 ft) deep and 

spaced 10 m (32.8 ft) apart center-to-center. The study examined various optimization scenarios, 

including a base case where all boreholes extracted energy at equal rates, as well as configurations 

with varied extraction rates. The results, illustrated in Figure 75, highlight how strategic 

arrangement and energy distribution can improve thermal performance and reduce surface 

temperature impacts. 
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Figure 74. Temperature distribution and BHE workloads for the optimized case. Each circle represents a 

BHE with its corresponding load in grayscale. Darker color shades illustrate higher BHE loads. The 

subsurface temperature distribution at a depth of 50 m (164 ft) is shown by colors, where high absolute 

temperatures appear in red and lower temperatures in blue (de Paly et al., 2012). 

Figure 75 presents the temperature distribution at a depth of 50 m (164 ft) after 30 years of 

simulation for both the optimized and base case scenarios. The results indicated greater 

temperature variation in the optimized system (Figure 75(g)). However, the study concluded that 

incorporating seasonally variable heat demand into the geometric optimization of borehole 

arrangements reduced the maximum ground temperature by approximately 10–15%. The 

optimization results further showed that placing boreholes away from the central square region 

was advantageous. This configuration enhanced conductive heat transfer from the surrounding 

ground toward the borehole field. Additionally, the study found that well-designed energy 

extraction strategies could partially offset the limitations of suboptimal borehole arrangements. 

When the geometric layout was optimized, load optimization had minimal additional impact, 

suggesting that proper borehole placement alone significantly improves long-term thermal 

performance. 
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Figure 75. The subsurface temperature distribution at depth of 50 m for the optimized case and the equal 

heat extraction case (Beck et al., 2013)  
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CHAPTER 4: BRIDGE DECK MODEL DESIGN AND CONSTRUCTION 

This chapter outlines the construction procedure for a physical bridge deck model developed to 

assess the feasibility of using geothermal energy for bridge deck deicing in Montana. It begins 

with a presentation of the concrete mix design used in the model, followed by the development 

and validation of a numerical simulation of the geothermal bridge deck system. Sensitivity 

analyses were conducted to evaluate the effects of key design parameters on system performance. 

The chapter then presents the finalized design of the physical model and provides a detailed 

description of its construction and instrumentation setup. Finally, relevant Montana weather data 

obtained from Road Weather Information System (RWIS) stations are introduced to support the 

experimental design and analysis.  

Concrete Mix Design 

Concrete is a composite material composed of water, cement, fly ash, slag (ground granulated 

blast-furnace slag, GGBFS), and other cementitious materials (CMs). CMs are essential 

components of concrete mixtures, commonly used alongside Portland cement to reduce the heat 

of hydration, improve workability, and minimize thermal cracking in structural applications. The 

most widely used cementitious materials include fly ash, slag, and silica fume. Fly ash offers 

multiple benefits in both the fresh and hardened states of concrete. It is cost-effective by reducing 

the required amount of cement, while also improving the workability, strength, and long-term 

durability of the concrete. Slag is another commonly used CM, either as part of blended cements 

or as a separate additive. It enhances concrete’s resistance to chemical attack, reduces 

permeability, and mitigates reinforcement corrosion when used in combination with Portland 

cement. Silica fume, a highly reactive pozzolanic material, contributes to early-age high 

compressive strength, increased tensile strength, durability, toughness, abrasion resistance, and 

high electrical resistivity, while significantly reducing permeability. The objective of this section 

is to evaluate the mechanical and thermal properties of the concrete mixtures used in this study. 

To develop an appropriate mix for the model-scale bridge deck and culvert experiments, a series 

of MDT-approved concrete mix designs was compiled. This section provides a summary of the 

collected data and outlines the methodology used to formulate the concrete mixture for 

experimental testing conducted in the Subzero Research Lab (SRL) at Montana State University. 

An Overview of the Collected Mix Designs  

Table 9 presents the quantities and percentages of concrete aggregates used in MDT-approved 

concrete mix designs, along with the gradation type associated with each mixture. The aggregate 

components include sand, which ranges from 36.5% to 44.2%; coarse aggregate (CA), ranging 

from 49.2% to 56.7%; and manufactured (fine) aggregate (MA), which appears in mixtures 

1811DECK04 and 2022STRUCTURE02 at proportions between 10.1% and 14.3%. 

Cementitious Materials 

Table 10 summarizes the weights and proportions of the cementitious materials used in the 

concrete mix designs approved by MDT. The specific gravity of cement is typically assumed to 

be 3.15. As shown in the table, in addition to ordinary Portland cement, supplementary 

cementitious materials such as slag (used in mix 1811DECK04) and fly ash (used in mixes 

1931DECK01, 1943DECK01, and 2031DECK01) were incorporated at replacement levels 
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ranging from 15% to 20%. Silica Fume Type 100 was also included in most mixtures, except for 

2022STRUCTURE02, at dosage rates between 4% and 5%. 

Table 9. Gradation and Gradation Properties of Concrete Mix Designs’ Aggregates 

Sample ID Unit 
Sand 

#1 

Sand 

#2 
CA #1 CA #2 CA #3 MA #1 

Gradation 

Type 

1811DECK04 
lbs. 1100 - - 1480 - 430 

Optimized 
% 36.5% - - 49.2% - 14.3% 

1931DECK01 
lbs. 1320 - 1730 - - - 

Conventional 
% 43.3% - 56.7% - - - 

1943DECK01 
lbs. 1380 - 1740 - - - 

Conventional 
% 44.2% - 55.8% - - - 

2022STRUCTURE02 
lbs. 1220 - 1527 - - 310 

Optimized 
% 39.9% - 50.0% - - 10.1% 

2031DECK01 
lbs. 1320 - 1730 - - - 

Conventional 
% 43.3% - 56.7% - - - 

CA: coarse aggregate, MA: fine aggregate. 

 Table 10. Ingredients of the Collected Concrete Mix Designs 

Sample ID   Cement Fly Ash GGBFS Other CM Water (lb) W/C 

1811DECK04 
lbs. 426 - 113 25 

242 0.43 
% 78.0% - 20.0% 5.0% 

1931DECK01 
lbs. 430 90 - 30 

231 0.42 
% 78.0% 16.0% - 5.0% 

1943DECK01 
lbs. 454 85 - 25 

235 0.42 
% 80.0% 15.0% - 4.0% 

2022STRUCTURE02 
lbs. 580 - - - 

217 0.37 
% 100.0% - - - 

2031DECK01 
lbs. 430 90 - 30 

231 0.42 
% 78.0% 16.0% - 5.0% 

GGBFS: ground granulated blast-furnace slag, CM: cementitious material, W/CM: water/cement 

Admixtures 

Table 11 presents the target air content, slump height, and the volume of admixtures used in the 

MDT-approved concrete mixtures. Admixtures are incorporated into concrete to achieve specific 

performance characteristics, such as reducing water content, adjusting slump, delaying setting time 

while maintaining workability, accelerating early strength gain, minimizing air bubbles to enhance 

cohesion, and improving resistance to freeze–thaw damage. All concrete mixtures included mid- 

to high-range air-entraining agents (Admixture #1) and mid- to high-range water-reducing agents 

(Admixture #2). Additionally, high-range water-reducing agents (Admixture #3) were used in 

mixtures 1811DECK04, 1931DECK01, and 2031DECK01. A workability-retaining agent 

(Admixture #4), intended to maintain slump over time, was used in 1811DECK04 and 

1931DECK01. Finally, a hydration-controlling agent (Admixture #5) was used exclusively in 

mixture 1811DECK04.  
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Base Mix Design 

Two candidate concrete mixtures were proposed for the model-scale experiments conducted in the 

Subzero Research Laboratory (SRL). The first mixture consisted of 100% Portland cement, similar 

to mixture 2022STRUCTURE02. The second mixture included a blend of 85% Portland cement 

and 15% fly ash, following proportions similar to mixtures 1931DECK01, 1943DECK01, and 

2031DECK01. The water-to-cement ratio was 0.43 for the fly ash mixture and 0.37 for the mixture 

without fly ash. Mix proportions for a 2.5 ft³ batch are presented in Table 12. All cement used in 

the mixes was sourced from the Trident Cement Plant, and the fly ash was obtained from the 

Genesee Generating Station. No chemical admixtures were incorporated into the concrete mix 

designs for this study. 

Table 11. Aim of Air Contents, and Admixtures’ Dosages of the Collected Mix Designs 

 

Table 12. Mix Proportions for 2.5 cu. ft. Mix 

Item Item Type 
Amount (lbs) 

W/O Fly Ash With Fly Ash 

Water - 19.8 21.4 

Portland Cement Type I/II Trident 52.9 41.4 

Fly Ash Trident Genesee - 7.7 

Fine Aggregate 
O.D. BBB&T Concrete Sand 

111.2 125.8 

Coarse Aggregate 139.2 158.6 

W/C ratio (%) - 37 43 

Two different concrete aggregates, sourced from Bozeman Brick and Tile and Bekaert Steel 

Fibers, were used in the mix designs. For each aggregate type, a representative gradation analysis 

was conducted, and the resulting grain size distribution curves are shown in Figure 76. In the 

mixtures 1931DECK01, 1943DECK01, and 2031DECK01, a conventional gradation type was 

employed using a combined aggregate ratio. As shown in Table 10, these mixtures contained 56% 

coarse aggregate and 44% fine aggregate by weight. 

Concrete Aggregate Combined Gradation 

Three optimization charts are required for developing an optimized concrete mix design: (1) the 

Coarseness Factor Chart, (2) the 0.45 Power Chart, and (3) the Percent Retained Chart. Each chart 

addresses a different aspect of aggregate gradation and its influence on concrete performance. The 

Coarseness Factor Chart, also known as the Shilstone Chart, is used to evaluate whether a 

Sample ID
Admix #1 

Dosage

Admix #2 

Dosage

Admix #3 

Dosage

Admix #4 

Dosage

Admix #5 

Dosage

% Air 

Content

Target 

Slump

Volume (27.0 cf 

+/- 0.1 cf)

0.8 5 8 2 45

oz/100# CM oz/100# CM oz/cy oz/cy oz/cy

1-2 5-6 4-8 2-6

oz/100# CM oz/100# CM oz/100# CM oz/100# CM

0.8 6

oz/100# CM oz/100# CM

3.2 46

oz/cy oz/cy

1-2 6 6

oz/100# CM oz/100# CM oz/100# CM

5.0-8.5 5" -

27.421943DECK01 6 4"

1931DECK01

27.3161811DECK04 5"

26.92

27.31

3"2022STRUCTURE02 7.1

2031DECK01 7 4"
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combined aggregate gradation falls within an optimized range. This chart illustrates the 

relationship between the coarseness factor (x-axis) and the workability factor (y-axis), both 

expressed as percentages. These factors can be calculated using defined aggregate properties and 

proportions, providing insights into the expected workability and packing characteristics of the 

mix. 

𝐶𝐹 (%) =
𝑄

𝑅
× 100          

𝑊𝐹 (%) = 𝑊 +
2.5 × (𝐶 − 564)

94
 

 
Figure 76. Individual Grain Size Distribution Curves 

Where Q is the cumulative percentage retained on a 3/8-inch sieve, R is the cumulative percentage 

retained on the No. 8 sieve, W is the percentage passing the No. 8 sieve, and C is the cementitious 

material content in lb/yd³. Figure 77 illustrates the coarseness factor chart for the proposed concrete 

mix designs. Zone II is generally considered the region representing workable and durable mixes. 

Aggregate combinations that plot near the boundaries of, or outside, Zone II are more susceptible 

to placement challenges or long-term durability issues. As shown in the figure, both combined 

aggregates fall within Zone II. However, the concrete mix containing fly ash plots on the edge of 

the workability box, whereas the mix without fly ash falls outside the box, indicating that the fly 

ash-enhanced mix is likely to exhibit better workability. 

The 0.45 power line method is commonly used to evaluate the gradation of combined aggregates 

and predict the potential for voids in concrete mixtures. In Figure 78(a), the 0.45 power line is 

plotted based on the nominal maximum aggregate size. A gradation curve that falls above the 

power line typically indicates a finer aggregate blend, while a curve below the line indicates a 

coarser blend. As shown in Figure 78(a), the grain size distribution of the combined aggregates 

generally follows the power line, with the portion passing the No. 30 sieve falling below the line. 

This allows space for cementitious materials within the mix, contributing to a denser and more 

workable concrete. The overall combined grading remains within ±7 percentage points of the 0.45 

power line, indicating a well-graded aggregate blend suitable for concrete production. 
 

N
o

. 
2

0
0

N
o

. 
1

0
0

N
o

. 
5

0

N
o

. 
3

0

N
o

. 
1

6

N
o

. 
8

N
o

. 
4

3
/8

 i
n

1
/2

 i
n

3
/4

 i
n

1
.0

 i
n

Sieve Size (mm)
0.1 1 10 100

P
e

rc
e

n
t 

P
a

s
s
in

g
 (

%
)

0

20

40

60

80

100

Com
bin

ed 

Aggre
gate

F
in

e
A

g
g
re

g
a
te

C
o
a
rs

e
 

A
g
g
re

g
a
te



  

Final Report Bridge Deck Design 

  

 

Civil Engineering Department, CE    Page 72 

 

 
Figure 77. Coarseness Factor Chart of Concrete Mix Designs 

The Individual Percent Retained chart, commonly referred to as a Haystack Plot, is used to evaluate 

the adequacy of combined aggregate sizes in a concrete mix. This method helps identify whether 

a mix is well-graded, highlighting potential deficiencies or excesses in specific size fractions. It 

also serves as an indicator of workability and water demand; mixes falling within an optimal range 

are typically associated with lower water requirements and improved performance. The chart is 

bounded by “High” and “Low” limit lines, which generally range between 18–22% and 5–12% 

retained, respectively. To minimize the risk of segregation, it is generally recommended that at 

least 13% of the combined aggregate be retained on any two adjacent sieves. Figure 78(b) 

illustrates the percent retained (y-axis) for each sieve size in the evaluated concrete mix. In this 

case, the upper and lower boundaries were set at 20% and 8%, respectively. As shown, the mix 

falls between these limits across all sieve sizes, indicating a well-graded aggregate structure. This 

suggests that the mix is likely to be workable and exhibit relatively low water demand. 

 
(a) (b) 

Figure 78. a) 0.45 Power Chart, and b) Percent Retained Chart of the Collected Mix Designs 
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Average 7- and 28-day compressive strengths are summarized in Table 13. Compressive strength 

tests were conducted in accordance with ASTM D-1633. The compressive strength of the MDT 

concrete mix designs were in the range of 3200 to 4200 psi for the 7-day curing time and 4990 to 

5500 psi for the 28-day curing time. For the recommended concrete mixtures, a 7-day strength in 

the range of 2600 psi to 4000 psi was obtained, while the 28-day strength was in the range of 3400 

psi to 4700 psi. The results were comparable to those approved by MDT. The results suggested 

that using fly ash as cementitious material could result in a lower strength, therefore, the mixture 

without fly ash will be used for the model-scale experiments. Figure 79 shows the concrete samples 

after failure. 

Table 13. Average Compressive Strengths of the Collected and Proposed Concrete Mix Designs  

Sample ID 
Fly Ash 

(%) 

Compressive Strength (psi) 

7-day 28-day 

 1811DECK04 0.0 3457 4990 

 1931DECK01 16.0 4110 5547 

Collected 1943DECK01 15.0 3233 5237 

 2022STRUCTURE02 0.0 4140 5440 

 2031DECK01 16.0 4150 5210 

Proposed 
W/O Fly Ash 0.0 3967 4659 

With Fly Ash 15.0 2666 3471 

 

  
(a) (b) 

Figure 79. Two proposed Concrete Mixtures after 28-day Strength Test 

Slump Test 

Table 14 summarizes the results of the slump tests, which were conducted to evaluate the 

workability and consistency of the fresh concrete mixture. The tests were performed in accordance 

with ASTM C143, and the results are reported alongside corresponding measurements of concrete 

temperature, air content, unit weight, and yield.  

Table 14. Properties of Proposed Concrete Mixture Designs 

Sample ID 
Fly Ash 

(%) 
Slump 

(in) 

Air 

(%) 

Temperature 

(oF) 

Unit Weight 

(pcf) 

Yield 

(yd3) 

1811DECK04 0.0 5.0 6.1 63 141.1 27.2 

1931DECK01 16.0 5.0 7.1 60 141.1 27.1 

1943DECK01 15.0 4.0 8.5 70 139.7 - 

2022STRUCTURE02 0.0 4.0 6 60 143.1 27.1 

2031DECK01 16.0 3.5 7.3 68 140.1 27.8 

W/O Fly Ash 0.0 5.0 - - - - 

With Fly Ash 15.0 1.7 - - - - 
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Thermal Conductivity and Resistivity  

 The thermal properties of the tested concrete were measured using a 

portable, battery-operated TEMPOS Thermal Properties Analyzer 

with a TR-3 sensor, which features a 100 mm-long, 2.4 mm-diameter 

needle (Figure 80Error! Reference source not found.). The analyzer 

and sensor comply with ASTM D5334 and IEEE 442 standards. 

Concrete specimens were cylindrical, with a diameter of 100 mm 

(4 in.) and a height of 200 mm (8 in.). According to the equipment 

manual, a minimum of 10 mm of concrete surrounding the sensor in 

all directions is required to ensure accurate measurements. Thermal 

properties were measured under two conditions: (1) in the fresh state 

and (2) after seven days of curing. For the cured samples, a 4 mm 

(5/32 in.) hole was drilled into the concrete using a rotary hammer. 

The hole was cleaned with compressed air and filled with thermal 

grease (Arctic Silver 5 AS55-3.5G) to improve heat dissipation and 

ensure good thermal contact between the sensor and the concrete. The 

sensor needle was then inserted into the prepared hole for 

measurement. Thermal properties were not measured at 28 days of curing due to the difficulty of 

drilling into the fully cured concrete. Table 15 summarizes the thermal properties of the concrete 

mixtures in both fresh and cured states.  

Table 15. Thermal Conductivity of Proposed Concrete Mix Designs  

Sample ID 
Fly Ash 

(%) 

Thermal Conductivity (W/m·K) 

Fresh concrete 7-day curing 

W/O Fly Ash 0.0 1.489 1.927 

With Fly Ash 15.0 - 1.796 

The thermal conductivity of concrete depends on its water content, aggregate type and size, and 

overall material density. For saturated concrete, thermal conductivity typically ranges from 1.4 to 

3.4 W/m·K. 

Numerical Model Development and Validation 

Experimental data from Bowers (2016), collected at the Virginia Tech Geotechnical Research 

Facility, was used to develop and validate a numerical simulation in COMSOL Multiphysics. After 

successful validation, the model was employed to conduct parametric studies aimed at identifying 

the most influential design parameters for a geothermal bridge deck system.  

Overview of the Experiments (Bowers, 2016) 

The thermal performance of a small-scale bridge deck deicing system was investigated by Bowers 

(2016) at the Virginia Tech Geotechnical Research Facility. Two experimental bridge deck models 

were constructed, each measuring 1.3 m (4.3 ft) in width, 3.05 m (10 ft) in length, and 0.254 m 

(10.4 in.) in depth. The experimental setup is shown in Figure 81(a). Heat exchanger pipes were 

embedded within the decks, with spacing of 30 cm (12 in.) on the left side and 20 cm (8 in.) on the 

right side of the model. The pipes had an inner diameter of 16 mm (0.62 in.) and an outer diameter 

of 22 mm (0.87 in.). A 20% glycol solution served as the circulating fluid, flowing at a rate of 

15.1 L/m (1.2 gal/ft). System performance was monitored using multiple thermistors installed 

Figure 80. Thermal 

Test Setup 
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within the deck to measure internal temperature distributions. The plan and cross-sectional layouts 

of the sensor placements are shown in Figure 81(b) and (c). The bridge deck models were cast 

using Virginia Department of Transportation (VDOT) Class A4 concrete, which has a minimum 

28-day compressive strength of 27.6 MPa (4000 psi) and a maximum allowable permeability of 

2500 coulombs. Figure 82 depicts the completed deck models after the concrete was poured into 

the two halves of the test specimens.  

Weather Scenarios 

In the study by Bowers (2016), various weather conditions were tested to evaluate the thermal 

performance of a geothermal bridge deck system. Two primary scenarios were examined: (1) a 

severe winter event designed to assess the impact of material properties and lower surface 

boundary conditions on the deck's heating behavior, and (2) a cold weather period followed by 

snowfall. The second scenario served a dual purpose: first, to evaluate the boundary conditions of 

the thermal model when the deck was initially clear and exposed to environmental radiation and 

convection; and second, to analyze the snowmelt process as snowfall occurred. These test 

conditions were selected to reflect the climate patterns typical of both the project site in 

Blacksburg, Virginia, and Montana. Table 16 summarizes the selected weather parameters and the 

experimental snow melting results under these conditions.  

 
Figure 81. (a) Layers of reinforcement and the configuration of heat exchanger pipes, (b) Location of 

studied temperature sensors (plan view), and (c) Location of studied temperature sensors deck (cross 

section) (Bowers, 2016)   

 
 Figure 82. Photograph showing the poured concrete into the deck frame works (Bowers, 2016) 
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Severe Winter Weather (February 20-22, 2015) 

On February 16–17, 2015, a snowstorm impacted Blacksburg, Virginia, during which the 

geothermal heating system was not operational. As a result, approximately 20 cm (7.87 in.) of 

snow accumulated on the bridge deck surface.  

Table 16. Selected weather parameters and experimental test results of snow melting   

 Cold event (time) 
Severe winter event                           

(20-23 February 2015) 

Moderate winter event                

(25-27 February 2015) 

Ambient temperature (°C) -18 to 10 

(-0.4 °F to 50 °F) 

-7 to 6 

(19.4 °F to 42.8 °F) 

Depth of snow (cm) 20 (7.87 inches) 7.6 (3 inches) 

Starting time of operation 14:30, 2/20/2015 In operation 

Circulating fluid temperature (°C)  3.8 to 7.2 

(38.8 °F to 45.0 °F) 

6 to 9.6 

(42.8 °F to 49.3 °F) 

Melting time (Hours) 48.5 31.5 

Figure 83 presents the variation of top surface temperatures for both heated and non-heated decks, 

along with air temperature, cumulative snowfall, and surface conditions during the heating 

operation. The heating system was activated at 14:30 on February 20, 2015, following the storm. 

At the time of activation, the deck surface temperature was -18 °C (-0.4 °F). Figure 83(a) taken at 

17:00 (2.5 hours after heating began and prior to further snowfall), shows a remaining snow depth 

of 16.5 cm. After 9 hours of continuous heating, the average surface temperature of the heated 

deck exceeded the freezing point, despite a 15 °C (59 °F) drop in ambient temperature. By 10:00 

on February 21, 19.5 hours into system operation, Figure 83(b) shows that the heated deck surface 

remained above freezing throughout the storm. At that time, snow depths on the non-heated and 

heated decks were 22.9 cm (9 in.) and 20.3 cm (8 in.), respectively. One hour later, the non-heated 

deck accumulated up to 24.1 cm (9.5 in.) of snow, whereas the heated deck maintained a reduced 

depth of 19.7 cm (7.7 in.), indicating that the snow melt rate exceeded the accumulation rate. After 

24.5 hours of operation (15:00, February 21), snow depths were measured at 29.8 cm (11.7 in.) on 

the heated deck and 24.1 cm (9.5 in.) on the non-heated deck, as shown in Figure 83(c). By 19:30 

(29 hours of operation), snow depths reached 30.5 cm (12 in.) on the non-heated side and 21.6 cm 

(8.5 in.) on the heated side. These results suggest improved melting performance as ambient 

temperatures rose. Figure 83(d), taken at 7:30 on February 22 (after 41 hours of heating), shows a 

snow depth of 11.4 cm (4.5 in.) on the heated deck. Finally, Figure 83(e) captured after 48.5 hours 

of heating at 15:00, reveals a snow-free surface, confirming the system’s ability to clear the deck. 

Notably, the deck surface temperature increased rapidly once the snow was fully removed. 

Moderate Winter Event (February 25-26, 2015) 

Bowers (2016) evaluated the performance of a bridge deck deicing system during a moderate 

snowstorm that occurred on February 25–26, 2015. Figure 84. presents data collected during the 

event, including surface temperatures of both heated and unheated bridge decks, ambient air 

temperature, cumulative snowfall, and surface conditions of the test deck. The geothermal heating 

system on the treated side was activated prior to the onset of the cold weather. During the period 

of system operation, ambient temperatures ranged from -7 °C (19.4 °F) to 6 °C (42.8 °F). As shown 

in Figure 84, approximately 7.6 cm (3 inches) of snow accumulated during the event, with an 

average ambient temperature of -2.5 °C (27.5 °F). 
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Figure 84(a) was taken 2.5 hours after the onset of a snowstorm, at 2:30 AM on February 26, 2015. 

The results indicated that the geothermal system successfully maintained the bridge deck surface 

temperature above the freezing point (0 °C or 32 °F) throughout the storm. As reported by Bowers 

(2016), at this time, approximately 60% of the heated deck surface remained free of snow, 

demonstrating the system’s ability to prevent snow accumulation. Further inspection revealed that 

roughly half of the residual snow was due to wind-blown debris landing on the deck, while the 

other half accumulated in areas between the heat exchanger pipes where localized heating was less 

effective. In contrast, the surface temperature of the non-heated deck dropped below freezing, 

leading to significant snow accumulation. Figure 84(b) taken at 7:30 AM on the same day, 7.5 

hours after the storm began, shows that the heated side of the bridge remained entirely free of 

snow, while the non-heated side was fully covered. The recorded snow depth on the non-heated 

deck at that time was 7.6 cm. 

 
Figure 83. Recorded surface temperature of the heated and non-heated decks, ambient temperature, 

cumulative snowfall, and photo of the deck model surface during the storm after: (a) 2.5 hours (b) 19.5 

hours, (c) 24.5 hours, (d) 41 hours, (e) 48.5 hours of heating system operation (Bowers, 2016) 

Numerical Simulation of Bridge Deck Snow Melting/De-icing System 

Modeling the bridge deck deicing process is inherently complex due to the interplay of multiple 

heat transfer mechanisms and variable weather conditions. A ground-source bridge deck deicing 

system involves conduction, convection, solar and thermal radiation, as well as the latent heat 

associated with snow melting. This section presents the results of a three-dimensional numerical 

model developed to evaluate the performance of a geothermal bridge deck deicing system. The 

model was first validated using experimental data from bridge deck heating tests conducted by 
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Bowers (2016). Upon validation, the model was applied to assess the performance and feasibility 

of using geothermal energy for bridge deck deicing under typical Montana winter conditions. 
 

 
Figure 84. Recorded surface temperature of the heated and non-heated decks, ambient temperature, 

cumulative snowfall, and photo of the deck surface condition during the test: (a) 2.5 hours, and b) 7.5 

hours after the storm began (Bowers, 2016).  

Bridge Deck Heating and Snow Melting Process 

Modeling the bridge deck deicing process is complex due to the interaction of multiple heat 

transfer mechanisms and the variability of weather conditions during system operation. As 

illustrated in Figure 85, several key heat transfer processes contribute to the thermal performance 

of geothermal bridge deck systems. Heat exchange between the bridge deck and its surroundings 

occurs through four primary mechanisms: conduction (within the concrete and embedded heating 

elements), convection (with ambient air and wind), radiation (including both solar and thermal 

radiation), and precipitation heat flux (associated with snow, rain, or ice interacting with the 

surface). Accurately capturing these dynamic interactions is essential for reliable modeling and 

performance prediction of geothermal deicing systems.  
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Figure 85. Heat transfer mechanisms involved in bridge heating and snow melting process  

Conductive Heat Transfer: Heat transfer by conduction involves the transfer of thermal energy 

from regions of higher temperature to regions of lower temperature due to molecular interactions, 

driven by a temperature gradient (Thompson, 2013). In a bridge deck deicing system, conduction 

primarily occurs between the circulating heat exchanger fluid and the inner pipe walls, and 

subsequently between the pipe surface and the surrounding concrete. This mechanism is critical 

for distributing heat uniformly across the deck. The governing differential equation for heat 

conduction in solids is presented below.  

𝜌𝐶𝑝
𝜕𝑇

𝜕𝑡
+ ∇. 𝑞 = 𝑄𝑞 = −𝑘∇𝑇                            (4) 

where 𝜌 is the density (kg/m3), 𝐶𝑝 is the heat capacity at constant pressure (J/(kg.K)), 𝑇 is the 

absolute temperature (K), 
𝜕

𝜕𝑡
 is time derivatives operator, q is conductive heat flux vector (W/m2), 

𝑘 is the thermal conductivity coefficient (W/m∙K), ∇𝑇 is the temperature gradient, and 𝑄 is the 

heat source (or sink) (W/m3). The relationship between the heat flux vector and temperature 

gradient is defined by the thermal conductivity coefficient in 𝑞 = −𝑘∇𝑇, which is Fourier’s law 

of heat conduction. For insulated boundary conditions, such as those caused by snow accumulation 

acting as a thermal barrier on the bridge deck surface, the heat flux at the surface is considered to 

be zero, meaning no heat is lost through the boundary. Under these assumptions, the governing 

heat transfer equation is defined as follows:  

𝑞 = (−𝑘∇𝑇) = 0                             (5) 

Convective Heat Transfer: Convective heat transfer occurs through the bulk motion of a fluid and 

can be classified as either natural or forced convection (Brandl, 2006). Natural convection arises 

from temperature or concentration gradients within the fluid, causing motion without the influence 

of external forces. In contrast, forced convection results from external influences such as wind or 

groundwater flow, which enhance fluid motion and thus heat transfer. In the context of bridge deck 

de-icing systems, convective heat transfer can occur on surfaces exposed to the atmosphere and 

between the circulating fluid and the inner walls of the heat exchanger pipes. This process is 

governed by Newton’s law of cooling, which is expressed as: 

                                                             −𝑛. 𝑞= h ∙ (𝑇𝑒𝑥𝑡 − 𝑇𝑠) 

where n is the normal vector on the boundary, h is the convective heat transfer coefficient 

(W/m2 ∙K), 𝑇𝑠 is the surface temperature (K), and 𝑇𝑒𝑥𝑡  is the external temperature. 𝑇𝑒𝑥𝑡 for the top 

and bottom surfaces is either ambient temperature or mean radiant temperature (K). The 



  

Final Report Bridge Deck Design 

  

 

Civil Engineering Department, CE    Page 80 

 

convective heat transfer coefficient, h, depends on several factors including boundary layer 

characteristics (e.g., wind speed and ambient temperature), the nature of fluid motion, and fluid 

properties (Chowdhury, 2019). According to William (1973), appropriate adjustment of h is 

essential based on the heat transfer area’s size, wind exposure, and the height at which wind speed 

is measured.  

Radiative Heat Transfer: Radiative heat transfer occurs within pore spaces through the movement 

of electromagnetic waves, or equivalently, photons. In the context of bridge heating, radiative 

transfer plays a significant role in overall thermal behavior. The amount of heat transferred via 

radiation in a hydronic heating system can be influenced by various factors, including ambient 

temperature, cloud cover, surface emissivity, geographic location (latitude and longitude), time of 

day, and time of year. These parameters collectively determine the energy that is emitted or 

absorbed by the bridge deck through radiation. The radiative out-of-plane heat flux can be 

calculated using the following equation: 
−𝑛. 𝑞= 𝜀𝜎(𝑇𝑒𝑥𝑡

4 − 𝑇𝑠
4) 

where 𝜀 is the surface emissivity, 𝜎 is the Stefan-Boltzmann constant (a predefined physical 

constant, 5.67×10-8 (W.m2)/K4), 𝑇𝑒𝑥𝑡 for the top and bottom surfaces is either ambient temperature 

or mean radiant temperature (K). To compute the longwave thermal radiation, an accurate 

determination of 𝑇𝑒𝑥𝑡 is necessary. The conditions that need to be considered in calculating 𝑇𝑒𝑥𝑡 
are described in subsequent sections. 

Snow Melting Heat Flux: Various mathematical models have been developed to describe the snow 

melting process, encompassing both steady-state and transient conditions (e.g., Chapman et al., 

1952; Rees et al., 2002; Liu, 2005; Wang and Chen, 2009). Chapman et al. (1952) proposed a one-

dimensional steady-state model to calculate the amount of heat required for snow melting. More 

recent studies have shifted toward transient models to better capture the dynamic behavior of snow 

melting under realistic operating conditions for bridge decks. Rees et al. (2002) introduced a two-

dimensional transient model that couples heat and mass transfer processes during snowmelt. Their 

model dynamically determines the surface condition at each time step by calculating the mass 

distribution of snow, ice, and liquid water. However, due to the computational complexity of 

modeling surface conditions in detail, Liu (2005) refined Rees’s approach by developing a more 

efficient model capable of accounting for a broader range of weather scenarios. Additionally, 

Wang and Chen (2009) proposed a theoretical model that incorporates capillary effects within the 

snow layer, improving the accuracy of thermal conductivity estimates as snow transitions through 

melting phases.  

In this study, the approach proposed by Chapman et al. (1952) was employed to estimate the heat 

flux required for snow melting. While the model may not capture the full complexity of all snow 

melting processes, it offers a reasonable approximation of the heat demand needed to melt falling 

or accumulated snow on the bridge deck surface. The total heat flux (q0) required at the deck's top 

surface is mathematically formulated as follows: 
𝑞0 = 𝑞𝑠 + 𝑞𝑚 + 𝐴𝑟(𝑞ℎ + 𝑞𝑒) 

where 𝑞𝑠 is the total sensible heat flux (W/m2), 𝑞𝑚 is the latent heat of fusion of snow (W/m2); 𝐴𝑟 

is snow free area ratio; 𝑞ℎ is the sum of convective and radiative heat flux (W/m2); and 𝑞𝑒 is the 

evaporative heat flux (W/m2). 



  

Final Report Bridge Deck Design 

  

 

Civil Engineering Department, CE    Page 81 

 

The sensible heat flux refers to the energy required to raise the temperature of snow, assumed to 

fall at ambient temperature, to the freezing point, and subsequently increase the temperature of the 

resulting meltwater to a specified liquid film temperature. The corresponding sensible heat flux 

(qs) can be obtained as follows: 
𝑞𝑠 = 𝜌𝑤𝑎𝑡𝑒𝑟 𝑠 [𝑐𝑝,𝑠𝑛𝑜𝑤 (𝑡𝑠 − 𝑇𝑎) + 𝑐𝑝,𝑤𝑎𝑡𝑒𝑟 (𝑡𝑓 − 𝑡𝑠)] 

where 𝜌𝑤𝑎𝑡𝑒𝑟 is the density of water (kg/m3), 𝑠 is the snowfall rate in expressed in water equivalent 

(m/s), 𝑐𝑝,𝑠𝑛𝑜𝑤 is the specific heat capacity of snow (J/(kg.K)), 𝑡𝑠 is the melting temperature (0 °C), 

𝑇𝑎 is the ambient temperature (°C), 𝑐𝑝,𝑤𝑎𝑡𝑒𝑟 is the specific heat capacity of water (J/(kg.K)), and 

𝑡𝑓 is the liquid film temperature (°C). According to ASHRAE 1999, the temperature of the liquid 

film is usually taken as 0.56 °C (33 °F).  

The heat flux required to be absorbed during the phase change, latent heat of fusion of snow (𝑞𝑚), 
is expressed by the following equation: 

𝑞𝑚 = 𝜌𝑤𝑎𝑡𝑒𝑟 𝑠 ℎ𝑖𝑓 

where ℎ𝑖𝑓 is the heat of fusion of the snow, usually taken as 3.3×105 J/kg.  

Under snow-free conditions, the heat is being transferred from the surface to the atmosphere 

through convection and radiation (𝑞ℎ) mechanisms. These terms have been previously described 

in detail. The energy required to evaporate water from the surface (𝑞𝑒) is defined as follows: 

𝑞𝑒 = (530.84𝑉 + 649.61)(𝑃𝑤𝑣−𝑃𝑎𝑣) ℎ𝑓𝑔 

where 𝑉 is the wind speed (m/s), 𝑃𝑤𝑣 is partial pressure of water vapor in ambient conditions (Pa), 

taken as 636.6 kPa 𝑃𝑎𝑣 is partial pressure of water vapor in saturated air film on the surface (Pa), 

taken as 613.28 kPa,, and ℎ𝑓𝑔 is the heat of vaporization (J/kg) (enthalpy difference between 

saturated water vapor and saturated liquid water), taken as 2.257 J/kg.  

The snow free area ratio (𝐴𝑟) in the equation presented by Chapman et al, (1952) represents the 

ratio of the uncovered, or free, area to the total pavement area. 𝐴𝑟=1 represents a snow-free surface 

condition, and 𝐴𝑟=0 means the entire surface is covered with the snow.  

A few assumptions must be considered to use the Chapman et al, (1952) equation. The assumptions 

applied by Bowers (2016) in the use of the Chapman et al, (1952) equation are as follows. A 

description of the errors that resulted from these assumptions in the calculation of snow melting 

heat flux and the related correction methods can be found in the study by Bowers (2016).  

1) All three processes of snow melting, heating the snow to freezing, melting, and heating the 

liquid film, happen instantaneously. 

2) The melted snow will be heated to a specific point and will then disappear (perfect 

drainage). 

3) Material and thermal properties of snow are independent of time and space. 

Bowers (2016) evaluated the performance of a snow melting system during a snowstorm and 

described how varying conditions relate to the applied heat flux at the bridge deck surface. Three 

distinct operational conditions were identified based on the balance between heat input and 
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snowfall rate. In Condition 1, if the energy transferred to the deck surface is sufficient to melt the 

snow immediately upon contact, snow does not accumulate. The required surface heat flux in this 

case is calculated by multiplying the snowfall mass rate by the latent heat of fusion of snow. 

However, convective and radiative heat losses still occur and must be accounted for in the overall 

energy balance. In Condition 2, although the heat input is enough to melt snow, the melting rate 

does not keep pace with the snowfall rate, resulting in gradual snow accumulation. Here, the total 

snow melting flux includes both the latent heat required for melting and the conductive heat 

transferred into the accumulating snow layer. In Condition 3, the energy supplied to the surface is 

insufficient to melt the incoming snow, and snow begins to accumulate and cover the deck. Under 

this scenario, the heat flux at the surface is effectively zero, corresponding to a Neumann boundary 

condition. 

The methodology employed by Bowers (2016) for interpreting numerically obtained results when 

applying the snow melting heat flux equation to the top surface of a bridge deck model is illustrated 

in Figure 86. When the snow melting flux is applied, any portion of the deck with a surface 

temperature above 0 °C (32 °F) initiates snow melting. Conversely, areas with surface 

temperatures below freezing are expected to accumulate snow. In such cases, the model can be 

rerun under the assumption that the heat transfer rate is insufficient to melt snow, and the boundary 

heat flux is therefore set to zero. If the deck surface temperature remains below 0 °C (32 °F) under 

a Neumann boundary condition, this corresponds to Condition 3, in which no snow melting occurs. 

When the surface temperature is above freezing, Condition 2 applies, indicating that snow melting 

is occurring, but the surface is not completely cleared of snow. Under Conditions 1 or 3, the model 

provides accurate predictions for both temperature and energy values. For Condition 2, the results 

remain valid until the surface temperature drops below freezing again, at which point snow begins 

to accumulate and the actual heat flux declines toward 0 W/m². If the surface temperature remains 

above 0 °C (32 °F) after applying the Neumann boundary condition, the model suggests that snow 

is melting, but at a rate slower than the snowfall accumulation rate.  

 
Figure 86. Interpretation of snow melting model proposed by Bowers (2016) 
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Boundary Conditions 

The numerical model was developed using boundary and initial conditions that mirrored the 

experimental setup described by Bowers (2016). Initial conditions across all domains of the model 

were defined based on the two previously described weather scenarios. Distinct boundary 

conditions were applied to the top and bottom surfaces of the bridge deck model, depending on 

the specific heating scenario being simulated. This section outlines the key boundary condition 

variables that significantly influenced the simulation outcomes.  

Thermal Radiation: For modeling thermal radiation from the bridge deck surface, two critical 

parameters must be defined: the surface emissivity constant (ε) and the external temperature (Tₑₓₜ). 

Emissivity quantifies the efficiency of a surface in emitting thermal radiation compared to a perfect 

black body at the same temperature (Howell et al., 2020). According to a study by Sen and Roesler 

(2019), the emissivity of concrete ranges from 0.70 to 0.90, depending on surface properties and 

condition.  

Text needs to be pre-computed and specified as a time-varying, or unsteady, parameter. Also, the 

external temperature is not necessarily equal to the ambient temperature (ASHRAE, 2013). 

According to ASHRAE (2013), the external temperature is equal to the mean radiant temperature 

(TMR) which is defined as the equivalent black body temperature of the surroundings of the snow 

melting system. Different models have been proposed for mean radiant temperature (TMR) (e.g., 

Ramsey et al. 1982; Martin and Berdahl 1984). The proposed model by Ramsey et al. (1982) is as 

follows: 

TMR = [𝑇𝑐𝑙𝑜𝑢𝑑
4 − 𝐹𝑠𝑐 + 𝑇𝑠𝑘𝑦 𝑐𝑙𝑒𝑎𝑟

4 (1 − 𝐹𝑠𝑐)]
1/4 

where 𝐹𝑠𝑐 is the cloud coverage, 𝑇𝑠𝑘𝑦 𝑐𝑙𝑒𝑎𝑟 is the equivalent blackbody temperature of the clear 

sky, and 𝑇𝑐𝑙𝑜𝑢𝑑  is the cloud temperature. The variable 𝑇𝑠𝑘𝑦 𝑐𝑙𝑒𝑎𝑟  is obtained using the following: 

𝑇𝑠𝑘𝑦𝑐𝑙𝑒𝑎𝑟 = 𝑇𝑎 − [1.1058 × 10
3 − 7.562(𝑇𝑎) + 1.333 × 10

−2(𝑇𝑎)
2 − 31.292∅ + 14.58∅2] 

where 𝑇𝑎 is the ambient temperature (K) and ∅ is relative humidity of the air.  

The part of the sky that is covered with clouds is assumed be at 𝑇𝑐𝑙𝑜𝑢𝑑 (K), the temperature at the 

base of the clouds. The cloud base height is assumed to be 3048 m (10000 ft), and according to 

altitude, the temperature decreases 6.38k per 1000 m (3281 ft). Thus, the temperature of the clouds 

at 3048 m (10000 ft) is computed as follows: 

𝑇𝑐𝑙𝑜𝑢𝑑 = 𝑇𝑎 − 19.4,        

To estimate the sky temperature (𝑇𝑠𝑘𝑦) using Martin and Berdahl’s (1984) model, a set of 

equations for monthly average clear sky emissivity (𝜀𝑠𝑘𝑦𝑐𝑙𝑒𝑎𝑟), cloud emissivity (𝜀𝑐𝑙𝑜𝑢𝑑), and cloud 

factor (𝛤𝑖) must be set. The monthly average clear sky emissivity (𝜀𝑠𝑘𝑦𝑐𝑙𝑒𝑎𝑟) is calculated based 

on the following equation: 

𝜀𝑠𝑘𝑦𝑐𝑙𝑒𝑎𝑟 = 0.711 + 0.56 (
𝑇𝑑𝑝
100

) + 0.73 (
𝑇𝑑𝑝
100

)
2

+ 0.013 cos [2𝜋
𝑡ℎ
24
] + 0.00012(𝑃 − 1000) 

where 𝑇𝑑𝑝 is the dew point temperature, ℉ or ℃, 𝑡ℎ is the hour of the day, and 𝑃 is the station 

pressure in millibar. The cloud emissivity (𝜀𝑐𝑙𝑜𝑢𝑑) is calculated by: 
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𝜀𝑐𝑙𝑜𝑢𝑑 = 𝜀𝑠𝑘𝑦𝑐𝑙𝑒𝑎𝑟 + (1 − 𝜀𝑠𝑘𝑦𝑐𝑙𝑒𝑎𝑟)∑𝑛𝑖𝜀𝑐,𝑖𝛤𝑖
𝑖

 

where 𝑛𝑖 is the fractional area of the sky covered at the ith level, 𝜀𝑐,𝑖 is the hemispherical emissivity 

of the cloud at the ith level, and 𝛤𝑖 is the cloud factor at ith level. According to Bowers (2016), the 

low and mid-level clouds are generally opaque and have an emissivity value of 1, whereas the 

emissivity values for high-level clouds are around 0.4. The cloud factor (𝛤𝑖) is defined by the 

following equation: 

𝛤𝑖 = 𝑒
−ℎ𝑖/ℎ𝑜 

where ℎ𝑖 is the cloud base height, and ℎ𝑜is the reference base height (8.2 km).  

Finally, the sky temperature (Tsky) is calculated by the following equation: 

𝑇𝑠𝑘𝑦 = 𝑇𝑎 ∙ 𝜀𝑐𝑙𝑜𝑢𝑑
1/4

 

Liu (2005) compared two sky temperature prediction models, those proposed by Ramsey et al. 

(1982) and Martin and Berdahl (1984), and found that the model by Martin and Berdahl provided 

more accurate estimations. According to ASHRAE (1999), the Ramsey et al. model significantly 

underestimates sky temperature, particularly under conditions of high relative humidity.  

Solar Radiation: Solar radiation from the sun can be estimated by calculating the total direct 

incident radiation on a horizontal surface (𝐼) and accounting for the surface’s solar absorptance 

(α). Based on the sun’s position in the sky throughout the year, the intensity of direct solar radiation 

on a given surface can be determined. The equation below provides the formula used to estimate 

solar radiation received by the surface. 

-n ∙ 𝑞 = 𝛼I                             (6) 

The direct component of solar radiation can be calculated theoretically based on the Air Mass 

(AM) value at a given location using the following equation (Duffie and Beckman, 1994): 

I = 1.353× 0.7(𝐴𝑀
0.678)                            (7) 

where the Air Mass can be determined using the cosine of solar zenith angle (𝜃): 

AM = 
1

𝑐𝑜𝑠𝜃
                            (8) 

The absorptivity coefficient (α) used in solar radiation calculations depends on the surface 

condition. According to Levinson and Akbari (2001), the solar absorptance of concrete ranges 

from 0.23 to 0.59. They also noted that concrete exhibits maximum solar reflectance immediately 

following a fresh snowfall.   

Convection: As previously discussed, convective heat transfer occurs through two primary 

mechanisms: forced convection and free (or natural) convection. The impact of each mechanism 

is closely linked to the convective heat transfer coefficient. According to Bergman et al. (2011), 

the range of convective coefficients for free convection is significantly lower than that for forced 

convection. In the absence of wind, the effects of natural convection were incorporated into the 
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numerical model developed by Liu (2005). Numerous laboratory experiments have been 

conducted to determine heat transfer coefficients under both forced and natural convection 

conditions. Generally, the following equation is used to calculate the convective heat transfer 

coefficient (hc) for both the top and bottom surfaces of the bridge deck model:  

ℎ𝑐 = 𝑁𝑢
𝑘𝑓

𝐿
                            (9) 

where the 𝑁𝑢 is the Nusselt number, 𝑘𝑓 is the thermal conductivity of the fluid, and L is the 

characteristic length. In the study by Bejan (2013), the characteristic length was defined as the 

ratio of surface area to perimeter. As noted by Bowers (2016), a conservative approach is to use 

the shortest dimension of the deck model as the characteristic length when the airflow direction is 

unknown. Incropera et al. (2006) presented the following equations for calculating the free 

convection heat transfer coefficient (h):  

h= 

{
 
 

 
 

𝑘𝑎

𝐿
0.54𝑅𝑒𝐿

1/4
                            𝑖𝑓 𝑇 > 𝑇𝑒𝑥𝑡 𝑎𝑛𝑑 10

4 ≤ 𝑅𝑒𝐿 ≤ 10
7(𝑙𝑎𝑚𝑖𝑛𝑎𝑟 𝑓𝑙𝑜𝑤)

𝑘𝑎

𝐿
0.15𝑅𝑒𝐿

1/3
                                  𝑖𝑓 𝑇 > 𝑇𝑒𝑥𝑡 𝑎𝑛𝑑 10

7 ≤ 𝑅𝑒𝐿 ≤ 10
11(𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑓𝑙𝑜𝑤)

𝑘𝑎

𝐿
0.27𝑅𝑒𝐿

1/4
                                 𝑖𝑓 𝑇 ≤ 𝑇𝑒𝑥𝑡  𝑎𝑛𝑑 10

5 ≤ 𝑅𝑒𝐿 ≤ 10
10(𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑓𝑙𝑜𝑤)

 (10) 

where the 𝑅𝑒𝐿 is the Reynolds number.  

The average convective heat transfer coefficient for external forced convection on a horizontal 

surface can be computed by the following equations (Welty et al., 2014):  

h= 

{
 

 2
𝑘𝑎

𝐿

0.338 𝑃𝑟
1/3

𝑅𝑒𝐿
1/2

(1+(
0.0468

𝑃𝑟
)2/3)1/4

                                                                   𝑖𝑓  𝑅𝑒𝐿 ≤ 5 × 105 (𝑙𝑎𝑚𝑖𝑛𝑎𝑟 𝑓𝑙𝑜𝑤)

2
𝑘𝑎

𝐿
 𝑃𝑟
1/3
 (0.037𝑅𝑒𝐿

4

5 − 871)                                                 𝑖𝑓  𝑅𝑒𝐿 > 5 × 10
5(𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑓𝑙𝑜𝑤)

(11) 

where 𝑃𝑟 is the Prandtl number of air which according to ASHRAE (2013) can be considered to 

be 0.7.  

Model Development  

A series of three-dimensional numerical simulations of a bridge deck deicing system were 

conducted using the finite element software COMSOL Multiphysics. The experiments performed 

by Bowers (2016) were used to validate the numerical model. Key components of the deicing 

system, including the circulating fluid, heat exchanger pipes, and concrete deck, were explicitly 

represented in the simulation. One-dimensional (1D) linear elements were used to model fluid flow 

and heat transfer within the heat exchanger pipes. Flow rate, pressure, and temperature were 

modeled as average cross-sectional values, varying only along the pipe length. Pressure losses in 

the piping system were calculated using friction factors, and pipe wall thickness and thermal 

conductivity were incorporated by assigning external wall resistance.  

Model Geometry and Material Properties: The baseline configuration and meshed model geometry 

of the bridge deck are shown in Figure 87(a) and (b), respectively. The geometric dimensions and 

material properties used in the simulation are summarized in Table 17, based on data from Bowers 

(2016). The heat exchanger pipes were modeled using 1D linear elements with non-isothermal 

flow and heat transfer modules applied. Although rebar was not explicitly modeled, its influence 
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was accounted for by dividing the concrete deck into three vertical zones. The top and bottom 

zones represented rebar-reinforced concrete, while the middle zone represented plain concrete. 

The material properties for each zone were calculated as volumetric averages of concrete and steel 

reinforcement, as presented in Table 17Error! Reference source not found..  

 
Figure 87. (a) The bridge deck model configuration, (b) Meshed 3D model 

Table 17. List of the material properties of the experimental and numerical models (Bowers, 2016) 

Parameter Experimental Numerical 

Bridge Deck Dimensions   

Length (m) 3.0 3.0 

Width (m) 1.3 1.3 

Height (cm) 25.4 25.4 

Depth of circulation pipes (cm) 7.4 7.4 

Circulation Fluid (20% Glycole)   

Flow rate (L/m) 15.1 15.1 

Dyncamic Viscosity (mPa.s) 4.8 4.8 

Thermal conductivity (W/m.k) 0.4 0.4 

Specific heat capacity (J/kg.k) 3538.0 3538.0 

Density (Kg/m3) 1070.0 1070.0 

Concrete   

Thermal conductivity (W/m.k) 3.0 3.0 

Specific heat capacity (J/kg.k) 880.0 880.0 

Density (Kg/m3) 2360.0 2360.0 

Concrete/Rebar Zones   

Top height (cm) - 7.40 

Bottom height (cm) - 10.20 

Top thermal conductivity (W/m.k) - 3.65 

Top specific heat capacity (J/kg.k) - 873.82 

Top density (Kg/m3) - 2443.80 

Bottom thermal conductivity (W/m.k) - 3.48 

Bottom specific heat capacity (J/kg.k) - 875.42 

Bottom density (Kg/m3) - 2422.10 
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Model Validation 

Two experimental test conditions were selected for model validation, each designed to isolate and 

evaluate specific boundary conditions: (1) a bridge deck with accumulated snow on the surface, 

and (2) a bridge deck exposed to cold weather conditions (with no initial snow) followed by a 

snowfall event. Given snow’s extremely low thermal conductivity and strong insulating properties, 

the first model simulated a fully insulated bridge deck, with both top and side surfaces insulated. 

This configuration was used to assess the influence of material properties and surface boundary 

conditions on the heating process, without considering the snow melting process. The second 

model was developed to simulate a more dynamic condition: initially, the bridge deck was exposed 

to cold ambient temperatures without snow, allowing for direct interaction with environmental 

factors such as radiation and convection. Snowfall was then introduced during the later stage of 

the simulation. This scenario served two purposes: (1) to validate the model’s treatment of thermal 

boundary conditions during snow-free conditions, and (2) to assess the model’s performance in 

simulating the snowmelt process as snow accumulated on the deck. 

First Scenario - Severe Winter Event 

The accuracy of the numerical model was validated against measured data collected during a 

severe winter event. As previously described, nearly 20 cm of snow accumulated on the bridge 

deck surface during this period. Due to the insulating effect of the snow, the top surface and the 

edges of the bridge deck model were treated as insulated boundaries, with no heat flow, modeled 

using Neumann boundary conditions. Additionally, the bottom surface of the deck was exposed to 

thermal radiation effects by applying the ambient air temperature as the boundary condition.  

Figure 88 compares the measured and predicted variations of inlet and outlet fluid temperatures 

during system operation. The temperature trends observed in the numerical simulations closely 

matched the experimental results reported by Bowers (2016), demonstrating good model 

validation. The difference between the inlet and outlet fluid temperatures reflects the system’s heat 

absorption capability. The amount of thermal energy transferred to the bridge deck can be 

calculated by multiplying the circulating fluid’s density, specific heat capacity, volumetric flow 

rate, and the temperature differential between the inlet and outlet. As shown in the figure, the 

temperature difference between the inlet and outlet decreased over time, indicating a 

corresponding reduction in the rate of heat transfer to the deck. The maximum and minimum 

observed temperature differentials were 2.08 °C (35.7 °F) and 0.33 °C (32.6 °F), respectively. The 

largest deviation between the predicted and measured values occurred between minutes 10 and 80, 

likely due to uncertainties in assumed material properties, such as the volumetric averages of 

concrete and reinforcing steel, and the boundary conditions applied to the bottom surface of the 

model.  
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Figure 88. Experimentally recorded and predicted time histories of inlet and outlet fluid temperature 

Figure 89 compares the variation of measured and predicted temperatures at different locations 

along two cross-sections near the mid-span of the bridge deck. The measured temperatures 

correspond to thermal sensors installed at a cross-section containing a heat exchanger pipe (Figure 

89(a)) and a cross-section without a heat exchanger pipe (Figure 89(b)). simulation results showed 

good agreement with the experimental data. Accurate prediction of the top surface temperature 

was particularly important, as system performance, success or failure, can be evaluated based on 

surface temperature behavior (Bowers, 2016). The results indicated that the surface temperature 

was consistently higher above the heat exchanger pipe than in the region between the pipes 

throughout the system’s operation. Additionally, the rate of temperature change was more rapid 

during the initial hours of testing. This behavior is attributed to elevated ambient and inlet fluid 

temperatures at the beginning of the test period, which accelerated heat transfer to the deck surface.   

 
Figure 89. Comparison between experimental results and numerically predicted values of temperature at 

the top, middle, and bottom location within the bridge deck at (a) cross-section with heat exchanger 

pipes, (b) cross-section without heat exchanger pipes 

Figure 90 illustrates the cross-sectional and top surface temperature contours of the bridge deck at 

various stages of the simulation. At the onset of heating, the temperature distribution across both 

the cross-section and top surface was relatively uniform, ranging between -15 °C (5 °F) and -17 °C 

(1.4 °F), as shown in Figure 90a. After 4 hours of heating, the surface temperature above and 

between the heat exchanger pipes increased to approximately -4.8 °C (23.4 °F) and -5.9 °C 

(21.4 °F), respectively. A pronounced thermal gradient developed within the deck at this stage 

(Figure 90b), with cross-sectional temperatures varying from -3 °C (26.6 °F) near the pipes to -
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10 °C (14 °F) near the bottom surface. The highest temperatures were observed adjacent to the heat 

exchange pipes, while the lowest were recorded at the bottom of the deck. After 8 hours of heating, 

the surface temperature distribution became more uniform, averaging around -2 °C (28.4 °F), as 

shown in Figure 90c. Within the deck, temperatures ranged from -1 °C (30.2 °F) near the pipes to 

-5.8 °C (21.6 °F) at the bottom. The thermal pattern remained consistent with earlier observations, 

with warmer zones surrounding the heat exchanger pipes and colder regions concentrated at the 

deck’s underside. By 12 hours of continuous heating, the average surface temperature of the deck 

reached the freezing point (0 °C or 32 °F), as depicted in Figure 90d. The bottom of the deck 

remained the coldest region, but the overall temperature gradient had diminished significantly, 

with a maximum difference of approximately 3 °C (37.4 °F). These results suggest that while 

surface temperatures respond relatively quickly to heating, it takes sustained operation to achieve 

a uniform thermal profile throughout the deck’s thickness. 

 
Figure 90. The progression of the cross-sectional temperature and the top surface temperature over time 

obtained in this study  

Second Scenario- Moderate Winter Event  

Validation of the numerical model was performed using experimental data from Bowers (2016), 

based on a moderate winter event that occurred on February 25–26, 2015. During this event, 

approximately 7.6 cm (3 in.) of snow accumulated over a five-hour period. The model incorporated 

various weather conditions, including sunny, partially cloudy, cloudy, and snowy scenarios. Since 

the bridge deck surface was initially snow-free, the top surface was subjected to both convective 

and radiative heat fluxes. A Neumann boundary condition was applied to the edges of the bridge 

deck model, while heat transfer from the bottom surface occurred through natural convection and 

radiation. For the radiant and convective boundary conditions, the external temperatures were 

defined as the sky temperature, Tsky, for the top surface and the ambient air temperature for the 

bottom surface. Figure 91 presents the time-dependent inputs used in the simulation, including 

ambient temperature, sky temperature, solar radiation, and snow melt heat flux. 
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Figure 91. Variation of ambient and sky temperature during the experimental test and input heat fluxes to 

the numerical model (Bowers, 2016) 

The predicted and measured inlet and outlet fluid temperatures are compared in Figure 92. As 

previously noted, the temperature difference between the inlet and outlet heating fluid is a key 

indicator for analyzing the energy required for snow melting. Experimental results showed a 

significant discrepancy between the measured and predicted fluid temperatures after four hours of 

system operation. Specifically, the measured outlet temperature was lower than predicted, 

suggesting higher energy loss or lower heat transfer to the deck than anticipated. After this initial 

period, the measured temperature difference decreased, indicating a reduction in heat transfer, 

consistent with the conservation of energy. As shown in Figure 92, the discrepancy between 

measured and predicted outlet temperatures was notable. Similar discrepancies were reported by 

Bowers (2016), who attributed them to uncertainties in weather parameters, boundary conditions, 

and material properties used in the numerical model. The results also revealed that the temperature 

differential, and thus the energy delivered to the deck, increased when the snow melting heat flux 

mode was activated (between hours 12.5 and 20), and began to decline once the snow had been 

removed from the deck surface (between hours 12 and 24). During this latter period, the predicted 

temperature changes closely matched the experimental data, supporting the accuracy of the model 

under snow-free conditions. 

 
 Figure 92. Experimentally recorded and predicted time histories of inlet and outlet fluid temperature 
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Figure 93 illustrates the measured and predicted temperature variations over time at various 

locations along a cross-section through the middle of the bridge deck that included a heat 

exchanger pipe. The corresponding results for a cross-section located between the heat exchanger 

pipes are shown in Figure 94. The measurement points for both sections are indicated in Figure 

81(b). The numerical simulation results closely matched the experimental temperature data, 

especially in capturing general trends and peak values. The highest surface temperature was 

recorded during the daytime after approximately 2.5 hours of system operation. This peak is likely 

attributed to the combined influence of elevated inlet fluid temperatures (Figure 92), and solar 

radiation (Figure 91). The largest discrepancies between measured and predicted values occurred 

between 4 and 12 hours of operation. One likely cause of this deviation is the use of average 

ambient temperature as a proxy for sky temperature, Tsky, the simulation. As reported by Bowers 

(2016), the bridge site was surrounded by a maintenance shed, a soil mound, and buildings and 

trees located approximately 7 m (23 ft) away, all of which affect the mean radiant temperature, 

TMR. This makes TMR potentially different from Tsky, introducing error into the simulation. 

Additional sources of uncertainty stem from material property assumptions. Bowers (2016) did 

not experimentally measure the thermal conductivity or specific heat capacity of the concrete used. 

Previous studies (e.g., Liu, 2005) have shown that deck surface temperature is sensitive to the 

thermal properties of the concrete, which can vary with admixture type, density, and moisture 

content (Kim et al., 2003). Therefore, using estimated or literature-based values for these 

properties could introduce error into the model. Another modeling simplification involved the 

omission of rebar. Instead, the material properties of the reinforced concrete were approximated 

using a volumetric average of concrete and steel. This assumption may also contribute to 

discrepancies between measured and predicted temperatures. Weather data input posed additional 

limitations. Two weather stations were used: one at Virginia Tech Airport (6.76 km or 4.2 mi from 

the site) and another at Kentland Farm (approximately 6.4 km or 4 mi in the opposite direction). 

The Virginia Tech station provided data every 20 minutes, while Kentland Farm reported hourly. 

Sky temperature was calculated using the Virginia Tech data due to its higher temporal resolution, 

whereas solar radiation and precipitation were derived from Kentland Farm data. As Bowers 

(2016) noted, these data sources may not accurately represent the actual site conditions, 

particularly cloud cover, which affects sky temperature calculations and thus influences simulation 

results. Interestingly, the predicted and measured temperatures aligned more closely between 12 

and 24 hours of operation, a period during which increased cloud cover likely caused the sky 

temperature to converge with ambient air temperature. This improved alignment was consistent 

across different locations within the bridge deck, as shown in both Figure 93 and Figure 94. 
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Figure 93. Comparison between experimental results and numerically predicted values of temperature at 

the top, pipes, middle, and bottom locations within the deck at cross-section with heat exchanger pipes 

 
Figure 94. Comparison between experimental results and numerically predicted values of temperature at 

the top and middle locations within the deck at cross-section without heat exchanger pipes 

Figure 95 illustrates the evolution of temperature distribution across the top surface and cross-

section of the bridge deck model over time. At the initial condition, when the geothermal system 

was turned on, the top surface temperature was uniformly 6.7 °C (44.1 °F), with a visible vertical 

temperature gradient through the deck depth (Figure 95a). After 3 hours of heating, the surface 
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temperature increased to a uniform value of 9.5 °C (49.1 °F) (Figure 95b). The temperature 

contours indicate that the top surface experienced higher temperatures than the interior of the deck, 

which can be attributed to both the elevated inlet fluid temperature and solar exposure. After 12 

hours of heating, immediately before the simulated storm event, the average surface temperature 

reached approximately 4.25 °C (39.65 °F) (Figure 95c). The highest temperatures were observed 

near the heat exchanger pipes, while the average temperatures of the top and bottom surfaces were 

lower than those in the core region of the model. Following 16 hours of simulation, the surface 

temperature remained above the freezing point at 0 °C (32 °F), as shown in Figure 95d. As 

expected, the top surface exhibited the lowest temperature at this stage, due to the application of a 

snowmelt heat flux simulating active deicing conditions.  

 
Figure 95. Progression of the cross-sectional temperature and top surface temperature over time 

obtained in this study  

Parametric Study 

A parametric study was conducted to evaluate the influence of key design and environmental 

factors on the performance of a geothermal bridge deck deicing system. Specifically, the study 

examined the effects of ambient temperature, deck dimensions, top reinforcement cover, inlet flow 

rate, heat exchanger tube spacing, and inlet fluid temperature on the system’s ability to raise the 

top surface temperature above 0 °C. The findings from this study informed the design and 

configuration of the physical bridge deck model used in subsequent experiments. 

Ambient Temperature 

The influence of ambient temperature on the top surface temperature of a geothermally heated 

bridge deck was investigated to assess its significance in the system’s design and operation. All 

other test variables were held constant, including an inlet fluid temperature of 6 °C. Nine different 

ambient temperatures were evaluated, ranging from -17 °C to -0.5 °C. In the test conducted at an 

ambient temperature of -0.5 °C, the deck surface reached 0 °C in approximately 0.6 hours. In 

contrast, at -17 °C, it took about 9.2 hours for the surface to reach the same temperature. Figure 96 

presents the top surface temperature profiles for all tests, including those conducted at intermediate 
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ambient temperatures. As expected, the results demonstrate a clear trend: higher ambient 

temperatures significantly reduce the time required for the geothermal system to raise the bridge 

deck surface temperature above freezing.  

 
Figure 96. Parametric study results for ambient temperature 

Bridge Deck Dimensions 

A parametric study on bridge deck dimensions was conducted because the base model, measuring 

3.05 m in length, 1.30 m in width, and 0.25 m in depth, was too large to be tested within the 

Subzero Research Laboratory (SRL). To address this limitation, a smaller model was developed 

to evaluate whether it could yield comparable thermal performance to the base model under 

ambient temperature conditions. The smaller model measured 1.50 m in length, 1.20 m in width, 

and 0.20 m in depth. 

 

Figure 97(b) presents schematics of both models. The smaller model was tested at ambient 

temperatures of -4 °C and -12 °C. At -4 °C, the top surface temperature of the smaller model 

reached 0 °C in 2.8 hours, compared to 2.6 hours for the base model. At -12 °C, the time required 

for the smaller model to reach 0 °C was 7.5 hours, while the base model required 6.9 hours. 
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These results are illustrated in 

 

Figure 97(a), which shows the surface temperature profiles of both models under the two ambient 

temperature scenarios. The findings indicate that the smaller model produces surface temperature 

responses similar to those of the base model, suggesting it is a viable alternative for testing within 

the SRL’s spatial constraints. 

 
Figure 97. a) Parametric study results for Base Model and Smaller Model and b) schematic of Base 

Model and Smaller Model 

Top Reinforcement Cover 

In the physical bridge deck model, heat exchanger tubes were typically attached to the bottom of 

the top reinforcement layer. To evaluate the influence of tube placement depth on geothermal 

system performance, tests were conducted with varying top reinforcement covers of 4.5 cm, 

5.5 cm, and 6.0 cm, while keeping all other parameters constant. The ambient and inlet fluid 

temperatures were maintained at -17 °C and 6 °C, respectively. The time required for the top 

surface temperature to reach 0 °C was 8.2 hours for the 4.5 cm cover, 8.5 hours for the 5.5 cm 

cover, and 8.8 hours for the 6.0 cm cover. These results are illustrated in Figure 98(a). As expected, 

decreasing the cover depth improved heat transfer efficiency, reducing the time needed for the 

surface to reach freezing point. However, the differences among the three cover depths were 

relatively small, suggesting that the impact of top reinforcement cover thickness, within this tested 

range, on surface temperature response is minimal. 
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Inlet Fluid Flow Rate 

The effect of inlet fluid flow rate was investigated because the calibrated numerical model 

employed a flow rate higher than the maximum achievable in the Subzero Research Lab (SRL). 

To evaluate this parameter, the top surface temperature of the bridge deck was monitored at four 

different inlet flow rates: 10 L/min, 15 L/min, 20 L/min, and 25 L/min. All other test conditions 

were held constant, with an ambient temperature of -17 °C and an inlet fluid temperature of 6 °C. 

The time required for the deck surface to reach 0 °C was 8.9 hours for 10 L/min, 8.2 hours for 

15 L/min, 8.0 hours for 20 L/min, and 7.9 hours for 25 L/min. These temperature trends are shown 

in Figure 98(b). The results indicate that increasing the inlet flow rate reduces the time required to 

raise the surface temperature above freezing. However, the improvement in heating performance 

between 10 L/min and 25 L/min is relatively small, suggesting diminishing returns beyond a 

certain flow rate. 

Heat Exchanger Tube Spacing 

The effect of heat exchanger tube spacing was evaluated to determine its influence on the 

performance of a geothermal bridge deck system. Simulations were conducted to model the top 

surface temperature of the deck using tube spacings of 15 cm, 20 cm, and 30 cm, while keeping all 

other parameters constant. The ambient temperature and inlet fluid temperature were set at -17 °C 

and 6 °C, respectively. The time required for the deck surface to reach 0 °C was 5.5 hours for the 

15 cm spacing, 8.2 hours for the 20 cm spacing, and 14.2 hours for the 30 cm spacing. Figure 99(a) 

illustrates the surface temperature evolution for each spacing condition. These results indicate that 

reducing the spacing between heat exchanger tubes significantly improves thermal efficiency by 

accelerating surface heating. 
 

 
Figure 98. Parametric study results for a) top reinforcement cover and b) inlet fluid flow rate 

Inlet Fluid Temperature 

The effect of inlet fluid temperature was evaluated to determine its influence on the performance 

of a geothermal bridge deck system. Nine different inlet fluid temperatures were modeled, ranging 

from 6.0 °C to 10.0 °C, while all other parameters were held constant. The ambient temperature 

was fixed at -17 °C across all simulations. The results showed that with an inlet temperature of 

10.0 °C, the bridge deck surface reached 0 °C in approximately 6.2 hours, whereas at 6.0 °C, it 
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required 9.1 hours to reach the same temperature. As shown in Figure 99(b), surface temperature 

response improved with higher inlet fluid temperatures. These findings indicate that increasing the 

inlet fluid temperature significantly reduces the time required for the geothermal system to bring 

the bridge deck surface above freezing. 

 
Figure 99. Parametric study of a) heat exchanger pipe spacing and b) inlet fluid temperature 

Summary of Parametric Study 

The effects of bridge deck dimensions, top reinforcement cover, and inlet fluid flow rate were 

found to be negligible in the design of a geothermal bridge deck model. Therefore, any 

discrepancies between Montana’s design codes for reinforcement cover or the CHC’s constraints 

related to bridge deck dimensions and fluid flow rates will not significantly impact the validation 

of simulation results against past field tests. In contrast, ambient temperature, heat exchanger tube 

spacing, and inlet fluid temperature have a substantial influence on the performance of the 

geothermal system. To ensure accurate validation, the tube spacing in the model will replicate that 

of previous field implementations. Additionally, ambient and inlet fluid temperatures will be 

aligned with Montana-specific weather and geothermal conditions to reliably assess the feasibility 

of geothermal bridge deck deicing in the state. 

Experimental Models 

A series of experiments was conducted in the Cold Hydrodynamics Chamber (CHC) of the 

Subzero Research Laboratory at Montana State University to evaluate the feasibility of using 

geothermal energy for bridge deck deicing in Montana and to investigate its potential to mitigate 

thermally induced concrete deterioration. The CHC is capable of controlling ambient temperatures 

between -25 °C and 10 °C and is equipped with a temperature-controlled water reservoir that can 

circulate a steady flow of water into and out of the chamber. Additionally, the chamber features a 

solar simulator with a maximum intensity of 490 W/m², measured at the bridge deck surface, to 

replicate solar radiation. While the chamber lacks an adjustable wind mechanism to simulate 

forced convection, wind velocity around the specimen was measured during testing. These 

measurements were later used to calibrate the numerical model and analyze the influence of wind 

speed on bridge deck thermal performance. 

The experiments were performed on two physical bridge deck models. Model 1 was designed to 

achieve three primary objectives: (1) assess the feasibility of using geothermal energy to deice 
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concrete bridge decks, (2) evaluate its effectiveness in melting snow accumulation, and (3) 

investigate its potential to mitigate thermal stresses and frost action. The design and dimensions 

of Model 1, shown schematically in Figure 100, were informed by prior numerical simulations 

(Turner et al., 2023) and constrained by the available space within the Cold Hydrodynamics 

Chamber (CHC). The bridge deck dimensions were 160 cm long, 100 cm wide, and 20 cm thick, 

aligning with the minimum thickness for new bridge decks specified in Montana (Barnes, 2017). 

Model 2 was designed as a quarter-scale replica of Model 1 (Figure 101) to evaluate the effects of 

geothermal heating on early-age cracking. All key design parameters, including materials and 

reinforcement configuration, were consistent with those of Model 1. Additionally, a control model 

(Model 2c) was constructed to replicate Model 2 but without embedded heat exchanger tubes, 

serving as a baseline for comparison. Reinforcement details for the 20 cm thick decks were 

selected based on the MDT Structures Manual (2002). To thermally isolate the test specimens, 

rigid insulation was applied to the deck sides, while corrugated steel sheeting served as a 

permanent bottom form. Given steel's high thermal conductivity, the bottom was not insulated. 

The concrete mix design used in both models was developed through a series of preliminary 

experiments evaluating MDT-approved mix formulations, as described by Pourakbar et al. (2021). 

 
Figure 100. Model 1 design: a) 3D view, b) plan view with surface locations of sensors, and c) section 

views with depth location of sensors. 

For the heat exchanger system, 12.7 mm cross-linked polyethylene (PEX) tubing was used with a 

center-to-center spacing of 20 cm. The tubes were embedded 8.75 cm below the top surface of the 

bridge deck. A 30% glycol mixture was circulated through the tubing at the maximum flow rate 

allowed by the Cold Hydrodynamics Chamber (CHC), which was 5.5 L/min. According to a 



  

Final Report Bridge Deck Design 

  

 

Civil Engineering Department, CE    Page 99 

 

computational parametric study by Turner et al. (2023), fluid flow rate had a negligible effect on 

the efficiency of the deicing system for the dimensions of the experimental bridge deck. Therefore, 

this flow rate was maintained across all tests. An inlet fluid temperature of 8 °C was selected for 

all experiments, based on findings by Kusuda and Achenbach (1965), which showed that seasonal 

ground temperature variations are minimal. To monitor thermal performance, Models 1 and 2/2c 

were instrumented with Type-T thermocouples placed at various locations throughout the 

concrete. The thermocouple layouts for these models are shown in Figure 100 and Figure 101, 

respectively. respectively. Additionally, Model 1 was equipped with five vibrating wire strain 

gauges on the top surface to measure concrete strain. The strain gauge configuration is illustrated 

in Figure 100b. 

Model Construction  

The bridge deck model was constructed in the Bulk Materials Laboratory at Montana State 

University. The formwork was built using Douglas-fir 2×10 lumber and corrugated steel. To 

satisfy the experimental boundary conditions, which required both the top and bottom surfaces of 

the concrete to remain uninsulated, the corrugated steel formwork was retained as the permanent 

bottom of the specimen. This approach avoided the need to remove the specimen to expose the 

underside. Given that concrete has a thermal conductivity of 1–3 W/m·K and steel approximately 

50 W/m·K (Nagy & Szagri, 2018), the steel bottom does not provide insulation and allows for 

effective heat transfer. Figure 102(a) illustrates the form construction. Steel reinforcement grids 

were fabricated according to design specifications and tied together with rebar ties, as shown in 

Figure 102(b). Cross-linked polyethylene (PEX) tubing was then configured and secured to the 

top reinforcement grid using rebar ties to simulate a geothermal heating system.  
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Figure 101. Model 2 Design: a) 3D view, b) plan view with surface locations of sensors, and c) section 

views with depth location of sensors. 

 
Figure 102. a) Bridge deck model form and b) finished reinforcement grids 

The bottom reinforcement grid was supported on plastic rebar chairs to ensure the appropriate 

concrete clear cover. The top reinforcement grid was suspended using wire ties from additional 

steel bars placed across the top of the wooden formwork. Two 12.7 mm (0.5 in.) holes were drilled 

into the wood frame to allow the PEX tubing to pass through. Duct tape was applied to indicate 

the “fill line” for concrete placement. Figure 103 shows the completed form prior to thermocouple 

installation. The preparation and placement of thermocouples are discussed later in this chapter. 

 
Figure 103. Completed form 

Concrete Mixing, Pouring, and Curing 

Four batches of concrete were required to reach the designated fill line, and a total of 32 

compression cylinders were cast. After finishing the top surface, the form was covered with plastic 

wrap for the initial 24 hours to retain moisture. Following this period, the plastic wrap was replaced 

with wetted towels placed on the concrete surface, covered by a plastic tarp to help retain humidity. 

This process is illustrated in Figure 104(a) and (b). The towels were re-wetted every two days 

throughout the 28-day curing period. All curing was conducted in the laboratory, which was 

maintained at room temperature. 
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Figure 104. a) Initial 24-hour set and b) 28-day damp towel cure 

Bridge Deck Test Preparation 

After 28 days of curing, preparation for testing the bridge deck model began. The top steel 

reinforcement was removed by carefully stripping the exposed wires at the concrete surface. 

Following this, the wooden formwork was dismantled, with particular care taken to avoid 

damaging the embedded thermocouples. Minor surface imperfections were observed at six 

locations where wires had been used to suspend the top steel grid, causing slight finishing issues. 

These rough areas were smoothed using a grinder to ensure a uniform surface.  Figure 105 shows 

the bridge deck model after the removal of the steel reinforcement and wooden frame. 

 
Figure 105. Cured bridge deck model 

After completing the initial preparation, the bridge deck model was transported from the Bulk 

Materials Laboratory to its final testing location in the Subzero Research Laboratory. The model 

was positioned on cinder blocks, as shown in Figure 106. The PEX tubing was connected to an 

inlet valve at one end and allowed to drain into an outlet reservoir at the other. To finalize the 

setup, insulation was applied to the sides of the model and to the exposed sections of the PEX 

tubing.  Figure 106 illustrates the fully prepared bridge deck model in the SRL, ready for testing. 
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Instrumentation 

Figure 107(a) and (b) show the general schematic of the instrumentation layout and the proposed 

locations of the thermocouples and strain gauges, respectively. A total of 30 embedded Type-T 

thermocouples were installed to monitor internal temperature distribution within the bridge deck 

specimen. To supplement the thermocouple data, a thermal camera was used to monitor the surface 

temperature of the specimen in real time. Additionally, five GEOKON vibrating wire strain gauges 

were installed along the x- and y-axes of the deck surface to measure thermally induced strains. 

To visually track snow melting over time, two GoPro cameras were deployed, one mounted 

directly above the specimen and the other positioned laterally. The cameras were programmed to 

capture images at predefined intervals, providing both top-down and side perspectives of the 

snowmelt progression. 

Other instrumentation was used to measure the conditions in the CHC. An anemometer was used 

to measure the wind speed from the CHC fans and a pyranometer was used to measure the solar 

intensity of the solar simulator. Additional thermocouples were added to measure the ambient 

temperature and the inlet and outlet fluid temperatures. A McMaster flow meter was attached near 

the inlet to measure the flow rate.  
 

 
Figure 106. Bridge deck model prepared for testing 
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Figure 107. a) Instrumentation schematic and b) proposed locations of thermocouples and strain gauges 

Thermocouple  

The thermocouples were prepared using a thermocouple welder. The process includes unwelded 

thermocouples (Figure 108(a)) being placed in a copper holder, then inserted in the thermocouple 

welder (Figure 108(b)). The welded thermocouples (Figure 108(c)) were then validated using a 

mixture of ice and water at approximately 0 °C.  

 
Figure 108. a) Thermocouples before welding, b) thermocouple welder, c) and welded thermocouple 
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Once validated, the thermocouples were placed using zip ties. Figure 109(a) and (b) shows the 

placed thermocouples. Holes were drilled in the wood frame for the thermocouples to be fed 

through.  

 
Figure 109. a) Completed form with thermocouples and b) closeup of placed thermocouple 

An external temperature sensor was embedded within the snow layer to monitor the thermal 

behavior of the snow, as illustrated in Figure 110. Temperature data from all thermocouples, along 

with the snow sensor, were recorded at 3-minute intervals using the data acquisition system. 

 
Figure 110. Temperature sensor for monitoring thermal behavior of snow 

Vibrating Wire Strain Gauge Installation 

The GEOKON wire strain gauges were installed by epoxying the mounting blocks into drilled 

holes in the top surface. Figure 111(a) and (b) shows the strain gauges and mounting blocks before 

and after epoxy. 
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Figure 111. a) Strain gauges with mounting blocks ready for epoxy and b) installed strain gauges 

Weather Scenarios and Testing Sequence 

Data from Montana’s Road Weather Information System (RWIS) stations were utilized to develop 

realistic testing scenarios for evaluating the performance of a geothermal bridge deck deicing 

system. To meet the experimental objectives, three weather scenarios were created for Model 1: 

(1) a Synthetic Weather Scenario, (2) a Daily Fluctuation Weather Scenario, and (3) a Snow 

Melting Scenario. These scenarios were designed to reflect a range of winter conditions commonly 

experienced in Montana, using historical RWIS data from 2015 to 2020 to define maximum and 

minimum temperatures and solar radiation levels. As shown in Figure 112, the coldest months in 

Montana typically span from November through February. Each experiment was conducted both 

with and without the geothermal deicing system in operation to facilitate direct performance 

comparison. 

 
Figure 112. Montana Monthly Average Ambient Temperature for 2015-2020. 

The Synthetic Weather Scenario was designed to isolate the effects of low ambient temperatures 

and solar radiation on the performance of the geothermal system. The test consisted of four 24-

hour stages with varying ambient temperatures and solar intensities, as illustrated in Figure 113a. 

Prior to Stage 1, the concrete deck temperature was stabilized under an ambient temperature of 

10 °C. In Stage 1, the ambient temperature was lowered to -10 °C with no solar radiation. In Stage 

2, the solar simulator was activated at an intensity of 490 W/m² while maintaining the ambient 

temperature at -10 °C. For Stage 3, the ambient temperature was further reduced to -20 °C, with 
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the solar simulator remaining active at 490 W/m². In the final stage, the solar simulator was turned 

off while the ambient temperature remained at -20 °C. 

 
Figure 113. Ambient temperature and solar intensity of Model 1 weather scenarios: a) Synthetic and b) 

Daily Fluctuation. 

The Daily Fluctuation Weather Scenario was designed to simulate a typical late-winter day in 

Montana, characterized by significant diurnal temperature swings (Figure 113b). The test consisted 

of three stages of varying durations. Prior to Stage 1, the concrete deck was stabilized at an ambient 

temperature of -5 °C. During the first four hours of Stage 1, the ambient temperature increased 

linearly to 10 °C, while the solar intensity rose in 1-hour intervals using the solar simulator’s preset 

levels: 0%, 55%, 71%, 90%, and 100%, reaching a maximum intensity of 490 W/m². After 

maintaining these peak conditions for three hours, the ambient temperature and solar intensity then 

decreased linearly back to -5 °C and 0 W/m², respectively, over the following four hours. Stage 2 

maintained a constant ambient temperature of -5 °C and zero solar radiation for 13 hours to 

simulate nighttime or overcast conditions. Stage 3, beginning at hour 24, repeated the same cycle 

as Stage 1, representing the start of a new diurnal heating cycle.  

The Snow Melting Scenario was designed to evaluate the system’s effectiveness in melting snow 

accumulation on the bridge deck. Each test consisted of three distinct 12-hour stages (Figure 114). 

In Stage 1, no snow was applied and the solar simulator remained off, allowing the deck to 

equilibrate with the ambient environment. In Stage 2, a uniform layer of fresh snow was sieved 

onto the deck surface while ambient conditions were held constant, enabling assessment of passive 

thermal interaction between the snow and deck. The snow was applied using a consistent sieving 

process to mimic realistic snow coverage, as shown in Figure 115(a), (b), and (c). In Stage 3, the 

solar simulator was activated at a constant intensity of 490 W/m² to evaluate the combined effect 

of solar radiation on snow melting. Two snow thicknesses were selected to represent typical winter 

events: a moderate snowfall of approximately 3 inches and a light snowfall of around 1 inch. The 

first test, conducted without activating the geothermal system, used the moderate snow condition, 

while the second test, with the geothermal system in operation, was conducted under the light snow 

condition. All other environmental and test parameters were held constant to enable a direct 

comparison of the system’s thermal response and snow-melting performance under varying snow 

loads. 
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Figure 114. Experimental testing plan for snow tests showing ambient temperature and solar intensity for 

a) Without geothermal system in operation and b) With geothermal system in operation - Stage 1: no 

snow; Stage 2: with snow/no solar; Stage 3: with snow/with solar 

 
Figure 115. Collection and application of fresh snow on bridge deck surface to simulate realistic winter 

precipitation 

An experiment was conducted using Model 2/2c to evaluate the potential for mitigating thermal 

shrinkage by operating the geothermal deicing system during the concrete curing process and 

early-age development. The Cold Hydrodynamics Chamber (CHC) was maintained at 3 °C 

throughout the curing period, which represents the highest ambient temperature at which the CHC 

could consistently sustain a fluid temperature of 8 °C. After 28 days of curing, 2-inch cores were 

extracted from the bridge deck specimen to measure compressive strength. These results were then 

compared to those from the control specimen, Model 2c, which was cured without geothermal 

heating.  
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CHAPTER 5: EXPERIMENTAL RESULTS 

This chapter presents the results of physical experiments conducted to evaluate the use of 

geothermal energy for deicing concrete bridge decks and mitigating concrete deterioration. The 

content in this chapter is adapted from Turner et al. (2024), published in the Journal of Bridge 

Engineering, and is included with permission from the American Society of Civil Engineers 

(ASCE). 

Turner, E., Khosravi, M., Matteson, K., Plymesser, K., Toomani, P., McKittrick, L., & Jackson, 

J. (2024). Application of geothermal bridge deck deicing systems to mitigate concrete 
deterioration from temperature fluctuation: model scale experiments. Journal of Bridge

Engineering, 29(8), 04024053. 

Two scaled bridge deck models were constructed with embedded heat exchanger tubing and 

outfitted with thermocouples and strain gauges. The models were subjected to weather scenarios 

representative of winter events in Montana, both with and without the deicing system activated. 

The effectiveness of the system was examined for (1) deicing/snow melting capability based on 

surface and snow temperature data, (2) frost damage risk minimization using temperature profiles 

throughout the depth, (3) thermal movement and gradient reduction based on strain and internal 

temperature measurements, and (4) thermal shrinkage mitigation by reducing concrete curing and 

ambient temperature differentials. The experimental results provide insights into the potential 

benefits of geothermal energy for enhancing durability and extending the service life of concrete 

bridge decks in cold climates. Additionally, the data obtained offers a useful dataset for validating 

numerical modeling to further optimize the design and operation of geothermal systems in concrete 

bridge applications. 

Application for Bridge Deck Deicing 

In the absence of solar radiation, the geothermal deicing system consistently elevated the bridge 

deck surface temperature compared to conditions without system operation. Figure 116a and 

Figure 117a illustrate the Synthetic Scenario results with and without the system. Stages 1 and 4, 

where no solar radiation was applied, highlight this effect. In Stage 1, under an ambient 

temperature of -10 °C, the surface temperature stabilized at -10 °C without the system. When the 

system was active, the surface temperature rose to -3 °C, demonstrating its ability to offset cold 

ambient conditions. Similarly, in Stage 4, with an ambient of -20 °C, the system increased the 

surface temperature to -11 °C compared to -20 °C without it, a 9 °C improvement. Although the 

system did not raise the surface temperature above freezing during these stages, it still proved 

effective in mitigating extreme cold exposure. Stages 2 and 3 of Figure 116 and Figure 117 include 

the influence of solar radiation. Early in Stage 3, a brief malfunction caused the solar simulator to 

deactivate; however, the issue was quickly resolved and temperatures re-stabilized within the 24-

hour cycle. Data from thermocouple TA2-1, which was most affected by the incident, were 

removed for clarity, while data from TA7-1 and TA8 were retained and presented. 

The addition of solar radiation significantly increased surface temperatures and generally enhanced 

the effectiveness of the geothermal system. During Stage 2 of the Synthetic Scenario, with ambient 

temperatures held at -10 °C and solar radiation at 490 W/m², the surface stabilized at 6 °C with the 

system active, and at 3 °C without it. This represents a 16 °C and 13 °C rise above ambient, 

respectively. In Stage 3, when the ambient temperature was reduced to -20 °C but solar radiation 
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remained constant, the surface temperature reached 1 °C with the system and -6 °C without it, 

equivalent to increases of 21 °C and 15 °C above ambient. Notably, the combination of geothermal 

heating and solar radiation was required to exceed 0 °C in Stage 3, while solar radiation alone was 

sufficient only during Stage 2. 

 

Figure 116. Top surface thermocouple results for a) Synthetic and b) Daily Fluctuation Weather 

Scenarios without deicing system active. 

 
Figure 117. Top surface thermocouple results for a) Synthetic and b) Daily Fluctuation Weather 

Scenarios with deicing system active. 

However, the relative benefit of the deicing system diminished in the presence of solar radiation. 

In Stage 2 (Figure 117a), the surface temperature was only 3 °C higher with the system than 

without it (6 °C vs. 3 °C), whereas in Stage 1 (no radiation-Figure 117a), the system resulted in a 

7 °C increase (-3 °C vs. -10 °C). This reduced differential can be attributed to a smaller thermal 

gradient between the circulating fluid (at 8 °C) and the deck surface when solar energy was already 

warming the concrete. As the surface temperature neared the fluid temperature, the rate of heat 

transfer from the system naturally decreased. Essentially, solar radiation provided an initial 

thermal boost, diminishing the marginal effect of the geothermal system under those conditions. 
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The Daily Fluctuation Scenario was designed to replicate diurnal variations in ambient temperature 

and solar intensity typical of late winter in Montana. Figure 116b and Figure 117b compare results 

without and with the system. In the early morning, when solar intensity was minimal, the surface 

remained below 0 °C for the first 2.5 hours without the system. With the system active, the surface 

surpassed freezing after just 1.5 hours, demonstrating its ability to accelerate thawing. As solar 

input increased, peak surface temperatures reached 13 °C without the system and 15 °C with it, a 

modest 2 °C gain due to supplemental heating. Later in the evening, as solar intensity declined, the 

surface dropped below freezing at hour 13.5 without the system, but remained above 0 °C until 

hour 14.5 when the system was active. These findings illustrate the system’s ability to extend 

above-freezing conditions during both morning warm-up and evening cool-down periods. Across 

the entire test duration, the surface remained above freezing for 75% of the time with the system, 

compared to just 62% without it.  

Application for Bridge Deck Snow Melting  

The temperature profiles obtained from the snow melting tests are presented in Figure 118. During 

Stage 1, temperatures across the bridge deck stabilized under snow-free conditions. In this phase, 

the snow sensor primarily recorded ambient air temperatures near the deck surface, as no snow 

was present. For the geothermal heating case, the system raised deck temperatures, simulating a 

pre-heating strategy that could be implemented prior to forecasted snow events. In Stage 2, 

following the application of snow, bridge deck temperatures remained largely unchanged from 

Stage 1. This stability is attributed to the snow being stored and applied at the same temperature 

as the deck, resulting in minimal thermal gradients. These findings suggest that snow placement 

alone does not significantly lower deck surface temperatures when thermal equilibrium exists 

between the snow and the structure. Stage 3 introduced solar radiation through the lab’s solar 

simulator, during which both snow and bridge deck temperatures gradually increased. Periodic 

temperature spikes were observed, corresponding to defrost cycles of the environmental chiller 

system, which activates periodically to prevent frost buildup. The results demonstrate that the 

geothermal system significantly increased bridge deck surface temperatures, with both the snow 

and deck temperatures reaching 0 °C during operation. Moreover, the insulating properties of snow 

were found to limit the effectiveness of solar radiation alone, highlighting the importance of active 

heating systems during snowfall events when passive solar input is diminished. 
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Figure 118. Temperature results for with (dashed lines) and without (solid lines) geothermal system for 

a) Snow sensors and b) Top surface thermocouples – dashed lines: with the geothermal systems (Stage 1: 

no snow; Stage 2: with 1 in snow/no solar; Stage 3: with 1 in snow/with solar); solid lines: without 

geothermal system (Stage 1: no snow; Stage 2: with 3 in snow/no solar; Stage 3: with 3 in snow/with 

solar) 

Application for Mitigating Frost Action 

The potential of the geothermal deicing system to mitigate damage caused by frost action was 

assessed by examining its ability to maintain concrete temperatures above 0 °C throughout the 

bridge deck depth. Thermocouples TA7-1 through TA7-4 were selected for this analysis, as they 

provided accurate temperature readings across the deck’s depth. Figure 119a and Figure 120a 

display the temperature data from the TA7 thermocouples for the Synthetic Scenario without and 

with the deicing system in operation, respectively. Stages 1 and 4 represent periods without solar 

radiation. Under these conditions, the system increased not only the surface temperature but also 

the internal temperatures of the concrete. In Stage 1, with the system running, both the top and 

bottom surfaces stabilized at -5 °C, 5 °C above the ambient air temperature. The internal concrete, 

as measured by TA7-2 and TA7-3, stabilized at approximately -2 °C due to its proximity to the 

embedded heat exchanger tubes and insulation from direct ambient exposure. A similar trend 

occurred in Stage 4, where the top and bottom surfaces stabilized at -11 °C and the internal 

temperatures reached -8 °C, compared to an ambient temperature of -20 °C. These findings 

indicate that the surfaces, especially the top and bottom, are the most vulnerable to frost action 

when solar radiation is absent. Although the system could not maintain temperatures above 

freezing at all depths during these no-sunlight periods, it still raised the concrete temperature 

significantly compared to the unheated case.  

With the addition of 490 W/m² of simulated solar radiation, the bridge deck's top surface became 

less susceptible to frost action than the bottom. Stages 2 and 3 of the Synthetic Scenario illustrate 

this combined effect. In Stage 2, with the system running, the top surface stabilized at 7 °C, while 

the bottom reached -1 °C. Without the system, all temperature readings were at least 2 °C lower. 

Similarly, in Stage 3, the system raised the top surface temperature to 2 °C and the bottom to -

6 °C, both of which were approximately 7 °C higher than the values recorded without system 

operation. These results confirm that the system, when combined with solar input, can increase the 

temperature throughout the concrete deck more effectively than solar energy alone. 
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Figure 119. TA7 thermocouple results for a) Synthetic and b) Daily Fluctuation Weather Scenarios 

without deicing system active 

 
Figure 120. TA7 thermocouple results for a) Synthetic and b) Daily Fluctuation Weather Scenarios with 

deicing system active. 

The Daily Fluctuation Scenario was designed to reflect typical late-winter freeze–thaw cycles in 

Montana, where ambient temperatures fluctuate above and below 0 °C, and solar intensity varies. 

Figure 119b and Figure 120b show temperature results for this scenario with and without the 

deicing system operating. In both cases, the concrete at all depths started below 0 °C, rose above 

freezing with rising ambient temperatures and solar input, and eventually dropped below freezing 

again. However, when the system was activated, the concrete warmed more quickly and remained 

above freezing for a longer duration. Notably, the bottom surface reached 0 °C in just 2.5 hours 

with the system on, compared to 5 hours without it. Additionally, the bottom surface remained 

above freezing for 1.5 hours longer with the system. Overall, the system maintained concrete 

temperatures above 0 °C for 84% of the test duration, compared to just 49% in the unheated case. 

While the system did not completely prevent all frost action in the bridge deck under the tested 

conditions, concrete temperatures at all depths consistently trended warmer when the system was 

activated across various scenarios. The results indicate that, for the experimental inlet fluid 

temperature of 8 °C, the concrete temperature is consistently higher with the system running. This 

suggests that optimizing for higher inlet temperatures could provide sufficient internal warmth to 

mitigate freeze-thaw risks. Moreover, proactively warming concrete with hydronic circulation 
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could potentially reduce the severity and frequency of freezing, rather than just tolerating it once 

it occurs, as seen with AEAs. Preventing the initial temperature triggers proves to be more 

sustainable than merely enduring strains once they have begun, as is the case with air-entraining 

approaches. 

Application for Mitigating Thermal Stresses 

Thermal stresses pose a significant threat to the durability and structural performance of concrete 

bridge decks. These stresses arise from the combined effects of thermal movements, temperature 

gradients, and deck support conditions, as illustrated in Figure 121. Axial thermal movements 

occur when the average concrete temperature through the deck depth fluctuates, causing the entire 

structure to expand or contract. Temperature gradients, in contrast, represent nonuniform 

temperature distributions across the depth of the deck and result in differential expansion or 

contraction between the top and bottom surfaces. 

In a simply supported bridge deck, these deformations occur freely and result in strain without 

stress. However, in a fully restrained system, such movements are resisted by the supports, 

converting strain into stress. Figure 121 illustrates three representative thermal conditions and their 

associated stress responses: (1) a uniform temperature profile causing uniform axial movements 

and, in a restrained case, uniform compressive or tensile stresses; (2) a linear temperature gradient 

generating both axial and bending stresses; and (3) a nonlinear profile inducing self-equilibrating 

stresses regardless of support conditions, driven by the requirement for plane sections to remain 

plane under deformation. When thermal stresses exceed the tensile strength of concrete, cracking 

initiates, accelerating deterioration by providing pathways for moisture and deicing chemicals, 

which can lead to steel corrosion. Thus, reducing thermal stresses is essential to prevent cracking, 

extend service life, and lower maintenance costs. 

The geothermal deicing system's ability to mitigate thermally induced cracking was evaluated 

using Model 1 by assessing its impact on thermal movements and temperature gradients. The 

model was considered mostly unrestrained due to the low friction between the corrugated steel 

base and the supporting cinder blocks, which allowed for relatively free expansion, contraction, 

and bending. Strain resulting from thermal movements was computed using thermocouple data 

collected during tests with and without the geothermal system activated. Although the calculated 

strains reflect an unrestrained condition, they can be extrapolated to estimate potential stress 

development in restrained bridge decks. The strain at any location was calculated using the 

relation: 

 𝜀𝑐 = 𝛼𝑐(𝑇 − 𝑇0) (1) 

where 𝜀𝑐 = the strain in the concrete, 𝛼𝑐 = the coefficient of thermal expansion of concrete, 𝑇0 = 

the reference temperature of the concrete. The relationship between the thermocouple data and 

strain was validated using the strain gauge results. 
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Figure 121. Thermal stress mechanisms due to temperature profiles and support conditions. (regenerated 

based on Radolli & Green 1975) 

Figure 122 compares measured top surface strain with strain estimated using the equation above, 

assuming a thermal expansion coefficient of 8.5 µε/°C, consistent with accepted values for 

concrete (Alungbe et al., 1992; Mehta & Monteiro, 2014). The strain values are reported relative 

to each experiment's initial temperature, using T7 thermocouple data. The results show strong 

agreement between measured and calculated strains, validating the method. Minor discrepancies 

were attributed to gauge sensitivity and slight restraint effects from reinforcing steel and friction 

with the formwork. 

Figure 123 presents average strain profiles through the depth of the deck for both the Synthetic 

(Figure 123a) and Daily Fluctuation (Figure 123b) Scenarios, calculated by averaging the T7 

thermocouple readings. These profiles capture how the concrete axially expands or contracts with 

temperature changes. In a restrained system, such strains would manifest as internal stresses. For 

the Synthetic Scenario without geothermal heating, the strain responses corresponded to 

temperature changes and solar radiation exposure. Notably, contraction (negative strain) 

intensified during colder conditions and was mitigated when solar radiation was present. 

Activating the geothermal system resulted in strain reductions of 41%, 36%, and 46% in Stages 1, 

2, and 3, respectively. The largest contraction was observed in Stage 4, reaching -252 με without 

the system and -155 με with the system, representing a 39% reduction. These findings confirm that 

the system effectively reduces axial thermal movement, thereby lowering the risk of stress-induced 

cracking in restrained decks. 
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Figure 122. Top surface strains calculated from TA8 and measured from strain gauges for Model 1: a) 

Synthetic and b) Daily Fluctuation Scenarios 

In contrast to the controlled Synthetic Scenario, the Daily Fluctuation Scenario mimicked real-

world diurnal temperature variations that prevented thermal stabilization. As shown in Figure 

123b, during the initial six hours of the experiment, increasing ambient temperature and solar 

radiation produced similar strain patterns with and without the geothermal system. However, as 

peak solar intensity was reached, strain values diverged. The system limited peak strain to 110 με, 

17% lower than the 133 με recorded without heating, and reached peak strain 30 minutes earlier. 

The strain remained 20–35 με lower with the system until hour 19. During the overnight cooling 

phase (Stage 2), strain values converged as both systems approached equilibrium. This pattern 

repeated during Stage 3. Throughout the daily cycle, the geothermal system consistently reduced 

strain amplitudes, helping to moderate thermal stress in realistic ambient conditions. 

 
Figure 123. Average strains through depth of Model 1 calculated from TA7 thermocouples for the a) 

Synthetic and b) Daily Fluctuation Weather Scenarios 

Thermal gradient analysis, based on T5 thermocouple readings, is shown in Figure 124 for both 

test scenarios. These gradients reflect temperature differentials through the deck depth that lead to 

bending and nonlinearity. In the Synthetic Scenario (Figure 124a), when the geothermal system 

was inactive, concrete temperatures remained near ambient (-10 °C in Stage 1 and -20 °C in Stage 

4), producing negligible gradients (nearly vertical lines). When the system was active, 

temperatures increased, but gradients up to 5 °C were introduced. Solar radiation in Stages 2 and 
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3 further contributed to gradients of 7–8 °C between the top and bottom surfaces. The geothermal 

system increased the gradients by about 1 °C in both stages. These results suggest that while the 

system elevates internal temperatures, it does not substantially reduce vertical gradients and may 

even contribute slightly to bending effects. Additionally, nonlinear gradient profiles were 

observed, where internal temperatures exceeded those predicted by linear interpolation. 

The Daily Fluctuation Scenario resulted in more dynamic thermal gradient patterns (Figure 124b). 

During peak heating (hour 7), top surface temperatures produced 7 °C gradients with or without 

the system. By hour 9, as lower-layer temperatures peaked, gradients decreased to 5 °C across both 

conditions. This indicates that the geothermal system had limited influence on bending stress 

during peak solar loading. Overnight cooling in Stage 2 removed gradients without the system, 

while the system preserved a mild 2 °C gradient. These cyclical variations suggest the geothermal 

system maintained warmer, but still nonlinear, temperature profiles without significantly 

increasing bending stresses.  

 
Figure 124. Temperature gradients from TA5 thermocouples for a) Synthetic and b) Daily Fluctuation 

Weather Scenarios. 

Overall, the geothermal system proved effective at reducing axial thermal strains without 

introducing harmful thermal gradients. During stabilized conditions, strain reductions of 

approximately 40% were observed, and in fluctuating conditions, peak strain was reduced by 18%. 

While the system did not significantly affect bending or self-equilibrating stresses, it consistently 

maintained elevated internal temperatures, supporting its potential to limit freeze–thaw damage 

and extend service life. The influence of system design parameters, such as tube spacing, tube 

depth, and inlet fluid temperature, on thermal gradients is notable. Higher inlet fluid temperatures 

and tighter tube spacing increase heat output, which may elevate thermal gradients and associated 

bending stresses. Conversely, shallower tube placement can reduce gradient nonlinearity and self-

equilibrating stresses but may increase vertical gradients between surface and base. Careful 

optimization of these variables is essential to improve thermal performance while minimizing 

adverse structural effects. In the current experimental setup, the system-induced gradients 

remained within acceptable limits and did not critically exacerbate thermal stress. 

Application for Mitigating Early-Age Cracking 

Early-age cracking poses a significant risk to concrete bridge decks due to its contribution to 

accelerated structural deterioration. One key contributor to early-age cracking is thermal 

shrinkage, which is particularly pronounced in cold weather conditions. As concrete cures in cold 



  

Final Report Experimental Results 

  

 

Civil Engineering Department, CE    Page 117 

 

environments, its temperature decreases from the elevated curing temperature to match the colder 

ambient air. This temperature drop causes the concrete to contract, and when the deck is restrained, 

such contraction can lead to cracking. To assess the deicing system’s potential to mitigate early-

age cracking, its ability to reduce thermal shrinkage is evaluated by examining the difference 

between the maximum concrete temperature during early curing and the final stabilized 

temperature. Additionally, the compressive strength of Model 2 (with the system) is compared to 

that of Model 2c (without the system) to determine whether the geothermal heating has any adverse 

impact on concrete strength. 

Figure 125 presents concrete temperature measurements from representative thermocouples at 

various depths for both Model 2 and Model 2c. As the thermocouples located between and directly 

above the heat exchanger tubes in Model 2 recorded consistent results, a single thermocouple per 

depth was sufficient for reporting. The results demonstrate that the geothermal system effectively 

reduced the temperature drop between curing and stabilization. With an inlet fluid temperature of 

8 °C, the concrete in Model 2 stabilized at approximately 4 °C at the top and bottom surfaces, and 

5 °C within the internal layers. In contrast, all concrete layers in Model 2c stabilized around the 

ambient temperature of 2 °C. While the observed reduction in thermal shrinkage was modest, the 

findings suggest that higher inlet temperatures may further enhance the system’s effectiveness in 

mitigating early-age thermal contraction. 

 

Figure 125. Model 2 (with system) and Model 2c (without system) thermocouple results at each depth. 

Core samples were extracted and tested from both Model 2 and Model 2c in accordance with 

ASTM C42/C42M – 20 (2023). As specified in Section 7.1.2 of the standard, 50.8 mm diameter 

cores were used due to limited clear spacing between reinforcement. The cores were taken on day 

28 and tested on day 35 to allow sufficient time for the elimination of moisture gradients. The 

average compressive strength of the Model 2 cores (with the geothermal system) was found to be 

49% of the ideally cured 28-day compressive strength, whereas the Model 2c cores (without the 

system) reached 44% of the ideal strength. The lower strength development in both cases is 

attributed to inhibited hydration resulting from the cold temperatures and reduced moisture 

conditions within the Cold Hydrodynamics Chamber (CHC). The relatively higher strength 

observed in Model 2 may be due to the elevated concrete temperatures provided by the geothermal 

system. Although these initial results are encouraging, further investigation is needed to validate 

whether geothermal heating during curing consistently enhances concrete strength under cold 

weather conditions. 
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CHAPTER 6: NUMERICAL SIMULATION RESULTS 

This chapter presents the data collected and analyzed from numerical simulations to evaluate a 

geothermal deicing system’s effectiveness for bridge deck deicing and deterring concrete 

deterioration. The content in this chapter is adapted from Turner et al. (2024), published in the 

Journal of Bridge Engineering, and is included with permission from the American Society of 

Civil Engineers (ASCE). 

Turner, E., Khosravi, M., Toomani, P., Matteson, K., Plymesser, K., McKittrick, L., & Jackson, 

J. (2024). Numerical evaluation of applying geothermal bridge deck deicing systems to mitigate 

concrete deterioration from temperature fluctuations. Journal of Bridge Engineering, 29(10), 

04024075. 

Model Development and Validation 

A 3D numerical model of the bridge deck was developed in COMSOL Multiphysics to replicate 

experimental conditions from Turner et al. (2024a, 2024b). The model incorporated the geometry 

and material properties detailed in Table 18 and used volumetric averaging to represent zones 

containing reinforcing steel, rather than modeling the steel explicitly. Heat exchanger tubes were 

simulated using the Nonisothermal Pipe Flow interface, accounting for thermal conductivity, 

thickness, and friction losses via the Churchill model. Heat transfer processes, conduction, 

convection, and radiation, were modeled with the Heat Transfer in Solids interface, with insulated 

sides and exposed top and bottom surfaces to simulate environmental effects. To evaluate 

structural performance, the Solid Mechanics interface was used, with boundary conditions 

mimicking experimental supports. Roller supports and low-stiffness springs were applied to ensure 

convergence without significantly affecting strain results. Thermal properties for surface 

conditions are summarized in Table 18, with additional modeling assumptions detailed in the 

preceding sections. 

The numerical model was validated using the results from two different weather scenarios, the 

Synthetic (Figure 113) and Daily Fluctuation Scenarios (Figure 113b), designed to evaluate system 

efficiency. Figure 126a and 126b compare experimental and predicted temperature results for the 

Synthetic and Daily Fluctuation Scenarios, respectively. Temperature results from thermocouples 

TA8, TA11-2, TA10-3, and TA7-4 were used for validation to provide concrete temperatures at 

various locations (Figure 100). In the Synthetic Scenario (Figure 126a), strong agreement was 

observed during Stages 1 and 4, while solar radiation in Stages 2 and 3 introduced discrepancies 

of up to 1.5 °C, particularly due to modeling limitations in simulating the spatial variation of solar 

intensity across the bridge deck. A brief solar simulator malfunction during Stage 3 also caused 

irregularities at the top surface but was quickly resolved. In the Daily Fluctuation Scenario (Figure 

126b), good agreement was observed at the top surface throughout, with minor differences in 

internal and bottom temperatures likely due to complexities in solar radiation modeling. Strain 

results in Figure 126c (Synthetic Scenario) and 126d (Daily Fluctuation Scenario) showed 

consistent trends, with predicted and experimental strains aligning well after stabilization. 

However, slight delays in predicted strain response, approximately one hour, were noted, likely 

due to challenges in modeling the interaction between concrete and reinforcing steel and the 

structural boundary conditions. 
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Table 18 .Material properties of the experimental and numerical models. 

Parameter Experimental Numerical 

Bridge Deck Dimensions   

Length (m) 1.60 1.60 

Width (m) 1.00 1.00 

Height (cm) 20.00 20.00 

Depth of circulation pipes (cm) 8.75 8.75 

Circulation Fluid (30% Glycol)   

Flow rate (L/m) 5.50 5.50 

Dyncamic Viscosity (mPa∙s) 4.80 4.80 

Thermal conductivity (W/m∙k) 0.40 0.40 

Specific heat capacity (J/kg∙k) 3538.00 3538.00 

Density (kg/m3) 1070.00 1070.00 

Concrete   

Thermal conductivity (W/m∙k) 1.00 1.00 

Specific heat capacity (J/kg∙k) 880.00 880.00 

Density (Kg/m3) 2400.00 2400.00 

Coefficient of thermal expansion (µε/°C) 10.00 10.00 

Surface emissivity 0.85 0.85 

Absorptivity coefficient 0.58 0.58 

Top surface convective heat transfer coefficient (W/m2∙K)  12.00 12.00 

Bottom surface convective heat transfer coefficient (W/m2∙K) 5.00 5.00 

Concrete/Rebar Zones   

Top height (cm) - 9.00 

Bottom height (cm) - 6.67 

Top thermal conductivity (W/m.k) - 1.60 

Top specific heat capacity (J/kg.k) - 874.37 

Top density (Kg/m3) - 2475.71 

Bottom thermal conductivity (W/m.k) - 2.16 

Bottom specific heat capacity (J/kg.k) - 869.24 

Bottom density (Kg/m3) - 2544.80 

Results and Discussions 

Following the development and validation of the numerical model using experimental data, the 

model was used to simulate system performance under varying conditions representative of 

Montana’s climate. Specifically, two inlet fluid temperatures, 10 °C and 50 °C, were selected based 

on geothermal well data across the state. A weather program was developed to reflect Montana-

specific ambient temperatures and solar radiation conditions, allowing the model to evaluate 

system behavior under realistic and challenging winter scenarios. Each simulation was run under 

stabilized conditions to examine the effects of different ambient temperatures and solar intensities, 

with and without the geothermal system in operation. Transition phases between stages were 

excluded from the analysis to focus on steady-state thermal behavior. 
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Figure 126. Predicted and experimental temperature results for the (a) Synthetic and (b) Daily 

Fluctuation Scenarios and strain results for the (c) Synthetic and (d) Daily Fluctuation Scenarios 

The top surface temperature of the bridge deck was initially analyzed to assess whether the selected 

inlet fluid temperatures were sufficient for deicing applications. Once deicing feasibility was 

confirmed, the model was used to evaluate the system’s effectiveness in mitigating frost action by 

examining whether the minimum concrete temperature remained above 0 °C throughout the 

various test stages. Maintaining concrete temperatures above freezing, despite subzero ambient 

conditions, can significantly reduce the number of freeze–thaw cycles experienced by the bridge 

deck, thereby limiting frost-related damage and deterioration. After analyzing frost mitigation, the 

study focused on the system’s impact on thermal stresses. Thermal stresses in bridge decks arise 

from thermal movements, temperature gradients, and boundary constraints. Thermal movements, 

driven by average temperature changes, cause the deck to expand and contract axially. Thermal 

gradients, on the other hand, are vertical temperature differentials across the depth of the deck, 

which induce bending due to differential expansion. In unrestrained systems, these temperature-

induced strains do not translate into stress; however, in restrained conditions, such as in real bridge 

decks, supports resist the deformation, generating stress. Additionally, nonlinear temperature 

gradients can induce self-equilibrating stresses due to strain compatibility through the cross-

section. 

To quantify these effects, the validated model, based on a mostly unrestrained boundary condition, 

was used to analyze strains, which can be interpreted as stresses in restrained systems. Axial 

thermal movements were evaluated using average longitudinal strains, while vertical thermal 

gradients were analyzed by comparing average temperatures at different depths of the deck. 

According to AASHTO LRFD Bridge Design Specifications (2021), thermal movement strain can 

be calculated using the following equation: 
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 𝜀𝑇 = 𝛼(𝑇𝑀𝑎𝑥𝐷𝑒𝑠𝑖𝑔𝑛 − 𝑇𝑀𝑖𝑛𝐷𝑒𝑠𝑖𝑔𝑛) (12) 

where α is the coefficient of thermal expansion (με/°C) and TMaxDesign and TMinDesign the design 

temperature limits from AASHTO (2021). For Montana, the maximum and minimum design 

temperatures are 41 °C and -40 °C, respectively. Based on the material properties in Table 

17Error! Reference source not found., the maximum design strain due to thermal movement 

was calculated to be 810 με. The simulations, which ranged from ambient temperatures of 0 °C to 

-20 °C, remained well within this design limit. 

Design temperature gradients were also evaluated following AASHTO guidelines (2021), as 

illustrated in Figure 127a. For Montana, positive temperature gradients, when the top surface is 

warmer, were 8 °C and 30 °C between the bottom and middle and between the bottom and top, 

respectively. Negative gradients, when the bottom is warmer, were -2 °C and -9 °C over the same 

layers (Figure 127b). Simulated temperature gradients, with and without the geothermal system, 

were compared to these design values to confirm that they fall within acceptable structural design 

thresholds. This analysis highlights the potential of geothermal systems not only for deicing but 

also for reducing thermal stresses and extending the service life of concrete bridge decks. 

 
Figure 127. (a) Positive vertical temperature gradient in concrete and steel superstructures (AASHTO 

2021) and (b) positive vertical temperature gradient for bridge deck in Montana 

Application with 10 °C Inlet Fluid Temperature 

The effectiveness of the geothermal deicing system in maintaining the average surface temperature 

of the bridge deck above 0 °C was assessed using an inlet fluid temperature of 10 °C. Figure 128a 

presents the average top surface temperatures across different testing stages, both with and without 

the system activated. Without solar radiation, the system was unable to raise the stabilized surface 

temperature above freezing. During Stages 1, 4, and 5, the system yielded stabilized surface 

temperatures of -2 °C, -6 °C, and -13 °C, respectively, consistently higher than the ambient-

equilibrated temperatures observed when the system was off. Although the surface remained below 

freezing, the geothermal system raised the temperature by an average of 5 °C compared to the 

control. When solar radiation was introduced in Stages 2 and 3, surface temperatures exceeded 

0 °C in both cases. Stage 2 recorded surface temperatures of 10 °C with the system on and 9 °C 

without it, while Stage 3 temperatures were 6 °C with the system and 4 °C without. However, in 

Stage 6, despite solar input, the surface temperatures dropped below freezing again, registering -

1 °C with the system and -6 °C without it.  
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Figure 128. (a) Average surface and minimum temperature and (b) average strain from thermal 

movement for 10 °C inlet temperature 

Figure 128a also illustrates the minimum concrete temperatures throughout the test duration using 

the 10 °C inlet fluid temperature. Among all stages, only Stage 2, where solar radiation was 

present, resulted in minimum temperatures above 0 °C, with recorded values of 2 °C and 1 °C for 

the system-on and system-off cases, respectively. In all other stages, the minimum temperature 

remained below freezing, regardless of whether the geothermal system was operating. Although 

the system consistently increased minimum concrete temperatures, it did not reduce the total 

number of freeze–thaw cycles experienced by the deck. Therefore, to effectively mitigate frost 

action, the system must prevent the concrete from falling below freezing altogether, a condition 

not met with an inlet temperature of 10 °C under Montana weather scenarios. 

The effect of the system on thermally induced strain due to thermal movements is shown in Figure 

128b. In a fully restrained bridge deck, such thermal movements translate directly into internal 

stresses. The simulations revealed that the system increased the stabilized strain values across all 

stages, with the largest and smallest differences observed during Stages 5 and 2, at 94 με and 15 με, 

respectively. Importantly, the overall range of thermal movement strain was reduced by 32%, from 

247 με without the system to 167 με with it. This is well below the AASHTO (2021) maximum 

allowable design strain of 810 με for Montana (Equation 12). These findings indicate that the 

system effectively mitigates thermal movement effects. The reduction in strain range implies a 

corresponding reduction in stress for a fully restrained deck. Additionally, the increased strain 

levels observed with the system reflect a reduction in deck contraction, which is beneficial, as 

contraction tends to produce tensile stresses, more detrimental to concrete than compressive 

stresses associated with expansion. 

Figure 129 presents the stabilized vertical temperature gradients across all testing stages with the 

10 °C inlet fluid temperature. In the absence of solar radiation and system operation, no gradients 

were observed, as the deck equilibrated to ambient conditions. However, when the geothermal 

system was active, the top surface was consistently cooler than the bottom surface due to a higher 

convective heat transfer coefficient at the top boundary (as specified in Table 17). The greatest 

temperature gradient under these conditions was -1 °C, observed during Stage 5. These gradients 

were non-linear, which can introduce self-equilibrating stresses within the deck. 
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When solar radiation was included, temperature gradients were evident both with and without 

system operation. The maximum difference in gradient magnitude between the two cases was only 

1 °C, and most gradients remained linear with minor deviations. All observed gradients remained 

well below the design temperature gradients specified by AASHTO for Montana (Figure 127b). 

Thus, while the system did not significantly reduce temperature gradients, it also did not introduce 

any thermally induced stresses that would exceed allowable design thresholds. The induced 

gradients, although slightly larger with system operation, remained within safe and acceptable 

limits. 

 
Figure 129. Temperature profile through the bridge deck for 10 °C inlet temperature 

Application with 50 °C Inlet Fluid Temperature 

Figure 130a illustrates the average top surface temperatures observed across all test stages for an 

inlet fluid temperature of 50 °C, comparing conditions with and without the geothermal system 

activated. The system successfully raised the surface temperature above 0 °C in five out of six 

stages. The only exception was Stage 5, which combined a low ambient temperature of -20 °C 

with no solar radiation, conditions representative of rare, extreme Montana winters. In this case, 

while the surface temperature did not reach 0 °C, it still stabilized at -4 °C with the system 

operating, which was 16 °C warmer than without the system. In Stages 1 and 4, the geothermal 

system increased surface temperatures to 7 °C and 3 °C, respectively, while temperatures without 

the system were 12 °C and 13 °C lower. During stages with solar input (Stages 2, 3, and 6), the 

system maintained an average surface temperature 11 °C higher than the control case. These results 

indicate that a 50 °C inlet temperature is generally effective for surface deicing under typical 

Montana winter conditions. 

Figure 130b shows the corresponding minimum concrete temperatures. Similar to the surface 

temperature results, the geothermal system kept the minimum temperature above 0 °C in all but 

Stage 5. Without the system, minimum temperatures in Stage 5 dropped to -20 °C, while the system 

raised them to -8 °C. For the non-solar stages (Stages 1 and 4), the system performed well, raising 

the minimum concrete temperature to 4 °C and approximately 0 °C, respectively, representing 

increases of 9 °C and 10 °C over the non-heated cases. In solar-assisted stages, minimum 

temperatures exceeded 0 °C in all cases when the system was running. Notably, only Stage 2 

achieved this threshold without system assistance. On average, the geothermal system raised the 

minimum temperature by 11 °C across the full set of simulations. These findings demonstrate that 

the system significantly mitigates the potential for frost action by minimizing freeze-thaw cycles. 
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Figure 130. (a) Average surface and minimum temperature and (b) average strain from thermal 

movement for 50 °C inlet temperature 

The system’s impact on thermal movements is illustrated in Figure 130b, which compares average 

strain with and without the geothermal system. Across all stages, stabilized strains were higher 

with the system in operation, indicating reduced contraction. The strain difference ranged from 

137 με in Stage 2 to a maximum of 221 με in Stage 5. Additionally, the overall strain range 

decreased from 247 με without the system to 163 με with the system, a 40% reduction. These 

values remain well below the maximum design strain of 810 με specified by AASHTO. A similar 

strain reduction trend was observed in simulations using a 10 °C inlet temperature, but the 50 °C 

condition yielded larger strains and smaller contraction, confirming superior performance in 

reducing thermal movements. 

Figure 131 displays the stabilized vertical temperature gradients for each test stage with an inlet 

temperature of 50 °C. In stages without solar radiation, no noticeable gradients were observed 

without the system. When the geothermal system was active, the bottom surface became up to 3 °C 

warmer during Stage 5. For stages with solar radiation, the temperature difference between the top 

and bottom surfaces did not exceed 2 °C when comparing system-on and system-off conditions. 

Regardless of solar input, the higher inlet temperature created nonlinear temperature gradients 

across the deck depth. This nonlinearity led to exceedance of AASHTO’s design temperature 

gradient limits in isolated cases. Specifically, during Stage 5, a negative gradient of -8 °C was 

observed between the top and middle surfaces, surpassing the AASHTO design limit of -7 °C 

(Figure 127). Similarly, in Stage 6, the positive gradient between the bottom and middle surfaces 

reached 9 °C, slightly exceeding the 8 °C design threshold. While these gradients exceeded the 

allowable limits, the margin was only 1 °C and occurred only under extreme ambient conditions 

of -20 °C. In all other scenarios, the gradients remained within AASHTO-specified limits (Figure 

127). Although these exceedances highlight a potential design concern, they were limited to rare 

weather events and do not significantly undermine the overall effectiveness of the system.  
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Figure 131. Temperature profile through the bridge deck for 50 °C inlet temperature 

Sensitivity Analysis 

To evaluate the relative impact of different system parameters on the geothermal bridge deck 

deicing system, tornado diagrams were developed for scenarios both with and without solar 

radiation. These diagrams illustrate how various parameters influence the system’s ability to deice 

surfaces and mitigate frost action, thermal movements, and vertical thermal gradients. The baseline 

configuration consisted of an inlet fluid temperature of 10 °C, a tube spacing of 20 cm, and an 

ambient temperature of -10 °C. The choice of a 10 °C inlet was based on its much higher likelihood 

in Montana compared to 50 °C, according to well temperature data. A higher inlet temperature 

scenario (50 °C) may be relevant near geothermal hotspots, but assessing that scenario would 

require a separate sensitivity analysis. A temperature range from 4 °C to 16 °C was also considered, 

representing the 95% confidence interval from Montana geothermal well distributions. The 

baseline tube spacing of 20 cm was selected based on prior studies (Ghasemi-Fare et al. 2015; 

Bowers 2016), with additional tests at 10 cm and 30 cm to capture feasible variations. Ambient 

temperatures of -5 °C, -10 °C, and -20 °C were drawn from historical Montana weather records 

and previously tested simulations, with -10 °C serving as the baseline to illustrate effects of both 

increasing and decreasing temperature conditions. 

As shown in Figure 132a, ambient temperature had the most significant impact on top surface 

temperatures in simulations without solar radiation. For the baseline scenario at -10 °C, the surface 

stabilized at -5.6 °C. When ambient temperature dropped to -20 °C, the surface temperature fell 

sharply to -13.2 °C, while increasing it to -5 °C raised the surface temperature to -1.7 °C, resulting 

in a total range of 11.5 °C. By contrast, inlet temperature adjustments only affected the surface by 

2.6 °C, ranging from -6.9 °C to -4.3 °C. Changes in tube spacing had an even smaller influence, 

producing temperatures between -6.3 °C and -3.8 °C, a 2.5 °C range. When solar radiation was 

included (Figure 132b). ambient temperature continued to dominate, with surface temperatures 

ranging from -1.3 °C to 9.9 °C, an 11.2 °C shift. Inlet temperature effects remained consistent at 

2.6 °C (4.9 °C to 7.5 °C), while the impact of tube spacing was further diminished to just a 1.1 °C 

change (5.8 °C to 6.9 °C). 
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Figure 132. Effect of various parameters on top surface temperature (a) without and (b) with solar 

radiation 

Similar trends were observed for the minimum internal concrete temperatures, as shown in Figure 

133. Without solar radiation, the baseline model yielded a minimum temperature of -6.5 °C. 

Ambient temperature once again had the strongest effect, with variations producing a range from 

-14.7 °C to -2.9 °C, a 12.2 °C difference. Inlet temperature and tube spacing changes each caused 

a smaller but equal 2.0 °C shift: inlet temperature varied results from -7.6 °C to -5.5 °C, and tube 

spacing ranged from -7.8 °C to -5.8 °C. Under solar radiation, the minimum temperature in the 

baseline scenario increased to -1.4 °C. Ambient temperature still drove the largest change 

(11.3 °C), shifting results from -8.9 °C to 2.4 °C. Inlet fluid adjustments had a 2.6 °C effect, while 

tube spacing effects dropped to just 1.0 °C (ranging from -2.0 °C to -1.0 °C).  

 
Figure 133. Effect of various parameters on the minimum concrete temperature (a) without and (b) with 

solar radiation 

When evaluating strain due to thermal movement (Figure 134a), the influence of ambient 

temperature persisted but with relatively smaller margins compared to temperature values. Without 

solar radiation, the baseline strain was -36.5 με. Ambient temperature shifts produced strains 

between -103.4 με and -2.9 με, a 100.4 με range. Inlet fluid temperature adjustments resulted in a 

37.5 με change (from -55.5 με to -17.9 με), while tube spacing produced a nearly identical effect 

of 35.8 με (from -47.5 με to -11.7 με). With solar radiation (Figure 134b), the baseline strain 

increased to 31.0 με. Ambient temperature still caused the largest variation (from -34.9 με to 

63.9 με, a 98.8 με range), while inlet temperature and tube spacing produced changes of 37.3 με 

and 15.9 με, respectively. 



  

Final Report Numerical Modeling and Parametric Study 

  

 

Civil Engineering Department, CE    Page 127 

 

 
Figure 134. Effect of various parameters on strain due to thermal movement (a) without and (b) with 

solar radiation 

Analysis of vertical thermal gradients between the top and bottom of the concrete deck revealed 

distinct trends (Figure 135a). Without solar radiation, the baseline model produced a gradient of 

0.6 °C. While ambient temperature remained the most influential factor, its impact was modest, 

altering gradients from 0.4 °C to 0.9 °C, a 0.5 °C shift. Inlet temperature and tube spacing each 

produced similar effects, ranging from 0.4 °C to 0.7 °C. When solar radiation was introduced 

(Figure 135b), the baseline gradient rose significantly to 7.3 °C. Yet even under these conditions, 

the impact of individual parameters was minimal: ambient temperature produced only a 0.4 °C 

change, inlet fluid temperature 0.3 °C, and tube spacing just 0.1 °C. Overall, the vertical 

temperature gradients remained largely consistent across the scenarios, indicating that this 

performance metric is relatively insensitive to changes in the studied parameters.  

 
Figure 135. Effect of various parameters on the temperature gradient between the top and bottom 

surfaces (a) without and (b) with solar radiation 
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CHAPTER 7: MACHINE LEARNING BASED FEASIBILITY ANALYSIS 

OF GEOTHERMAL BRIDGE DECK DEICING SYSMTEMS IN 

MONTANA 

Bridge decks in cold regions like Montana are prone to rapid snow accumulation, freeze–thaw 

cycling, and premature deterioration due to their full exposure to ambient conditions. Traditional 

deicing methods, primarily involving salts and plowing, pose environmental risks, degrade 

infrastructure, and require frequent reapplication during storms. As a sustainable alternative, 

geothermal bridge deck deicing systems, particularly those based on ground-source heat pumps 

(GSHPs), offer a promising low-energy solution for maintaining safe winter travel conditions. 

However, their feasibility is highly site-specific, dependent on local climate, soil thermal 

properties, and bridge geometry, which complicates broad implementation. To address this 

challenge, this chapter presents a two-pronged feasibility analysis framework comprising: 

1. A deterministic simulation-based approach using geospatial datasets, and 

2. A machine learning (ML)-based predictive modeling framework trained on over 2,000 

high-fidelity numerical simulations. 

The chapter begins by detailing the data collection and preprocessing strategy, which integrates 

diverse environmental and infrastructure datasets across Montana. These include ambient and 

surface temperature profiles, wind speed, solar radiation, soil thermal properties, and geothermal 

gradients, obtained from RWIS stations, borehole records, and GIS sources. The data are 

statistically processed, interpolated, and mapped to inform boundary conditions for numerical 

simulations and machine learning models. 

Next, the chapter presents a deterministic feasibility analysis based on a GIS-integrated energy 

modeling framework. The methodology involves computing the shallow geothermal potential 

across Montana using the G.POT method, which incorporates ground thermal conductivity, 

undisturbed ground temperature, borehole design parameters, and heating season duration. In 

parallel, the net thermal energy demand for bridge deck deicing and cooling is estimated using an 

energy balance approach that accounts for shortwave solar radiation, convective and sensible heat 

exchange, and latent heat effects. These energy supply and demand maps are used to evaluate the 

thermal compatibility of geothermal systems across the state. The analysis categorizes Montana 

into heating-dominant, cooling-dominant, and mixed zones, enabling spatial prioritization for 

system deployment based on thermal feasibility. 

Finally, the chapter introduces a machine learning-based feasibility framework built upon a 

validated 3D COMSOL Multiphysics model, which simulates heat transfer in geothermal bridge 

deck systems under varying environmental and design conditions. Parametric studies were used to 

identify key input features, including ambient temperature, wind speed, solar radiation, inlet fluid 

temperature, flow rate, tube spacing, and bridge length, which were used to generate a structured 

dataset of over 2,000 simulations. Two supervised learning models were developed: Model 1 

predicts system-level performance indicators (e.g., stabilized surface temperature, time to >0 °C, 

and time to stabilize), while Model 2 reconstructs full surface temperature profiles at 0.1-hour 

resolution. A variety of ML algorithms (e.g., linear regression, XGBoost, fully connected neural 

networks) were trained and evaluated using standard metrics (MAE, RMSE, R²). The final models 
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enable rapid, scalable predictions that emulate the thermal response of complex simulations, 

supporting efficient design and assessment of geothermal deicing systems across diverse site 

conditions.  

Data Collection/Simulation and Preprocessing 

This section outlines the data collection, simulation setup, and preprocessing steps used to support 

both the GIS-based deterministic energy analysis and the machine learning (ML)-based predictive 

modeling framework. For the deterministic analysis, statewide datasets, including ground thermal 

conductivity, undisturbed ground temperature, and borehole parameters, were compiled to 

estimate geothermal energy availability using the G.POT method. Meteorological datasets, such 

as ambient temperature, solar radiation, and wind speed, were similarly processed to quantify the 

thermal demand for bridge deck deicing and cooling. For the ML-based approach, a high-fidelity 

3D numerical model was developed in COMSOL Multiphysics and validated using experimental 

data from Turner et al. (2024). Once validated, this model was used to generate simulation outputs 

under a wide range of conditions. The input ranges for these simulations were derived from 

statistical analysis of localized environmental data (e.g., RWIS-based ambient temperature, wind 

speed, and solar radiation) and geothermal ground temperature distributions (e.g., borehole and 

well data across Montana). Bridge-specific design variables, such as inlet temperature, fluid flow 

rate, tube spacing, and bridge length, were also included. This process resulted in a large, structured 

dataset used to train and validate ML models. Across both workflows, data preprocessing ensured 

spatial consistency, physical relevance, and statistical robustness to support accurate, scalable 

evaluation of geothermal bridge deck systems. 

Bridge Locations and Highways 

Bridge location data was collected from MDT (MDT, 2022). Figure 136(a) shows the geospatial 

distribution of bridge structures overlaid with major state and federal highways. Data for the 

electric transmission line locations was obtained from Homeland Infrastructure Foundation-Level 

Data (HIFLD, 2022). Figure 136(b) shows the locations of electric transmission lines in Montana. 

Although geothermal deicing systems primarily rely on subsurface heat, they may require 

electrical components for pumping, control systems, or hybrid integration with solar or grid power. 

Therefore, the availability and proximity of electrical infrastructure can influence installation 

feasibility. Proximity to these lines can significantly reduce the cost and complexity of integrating 

monitoring sensors, programmable thermostats, and auxiliary heating components in a geothermal 

deicing system. 

 

Figure 136. (a) Map of bridges and major roads, and (b) electric transmission lines locations in Montana 
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Meteorological Data 

The datasets used in this study were sourced from the Montana Department of Transportation’s 

Road Weather Information System (RWIS), which provides continuous, high-resolution 

environmental monitoring across the state. RWIS includes 73 stations strategically located across 

Montana’s varied landscapes, including mountainous areas, valleys, and plains, ensuring 

comprehensive spatial coverage (Al-Kaisy & Ewan, 2017). Each station records a range of 

meteorological variables critical to winter road maintenance, including ambient temperature, wind 

speed and direction, pavement temperature, humidity, solar radiation, and precipitation. For this 

study, data from 24 RWIS stations with complete records were selected (Figure 137). A four-year 

dataset (2016–2019) was used to develop climate time series, monthly averages, and cumulative 

distributions, capturing both seasonal variability and extreme weather conditions relevant to 

geothermal system performance. 

 
Figure 137. Locations of MDT RWIS stations across Montana 

Ambient Temperature: Figure 138(a) shows the locations of the 73 RWIS stations in Montana. 

Figure 138(b) shows the distribution histogram of average ambient temperature for Montana. 

Temperature data were recorded at 10-minute intervals from 2016 to 2019 at 24 locations across 

the state. For each 12-hour period, the average temperature was calculated as the mean of all 10-

minute readings, while the maximum and minimum represent the highest and lowest values within 

that same interval. These 12-hour average, maximum, and minimum temperatures were used for 

analysis. Figure 138(c) presents the time series of ambient temperatures for site ID 150000, located 

west of Montana, including the average, maximum, and minimum temperature values. The plot 

shows the maximum, average and minimum ambient temperature values for 2016-2019. The data 

show that a bridge deck deicing system should be designed for the months of November through 

March because they have the lowest average temperatures, as low as −10°C. 

Figure 139 illustrates the spatial distribution of monthly average ambient temperatures across 

Montana. The coldest conditions occur from November through February, with average 

temperatures dropping below –10 °C in northern and high-elevation regions, and minimum values 

reaching –19.2 °C in January. In contrast, the warmest months, June through August, exhibit 

widespread average temperatures above 20 °C, peaking at 33.0 °C in July. This seasonal variability 

is critical for identifying operational windows for geothermal system activation and informs the 
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selection of representative temperature inputs for both deterministic energy calculations and 

numerical simulation scenarios. 

 
Figure 138. (a) Locations of MDT RWIS sites (map source: https://roadreport.mdt.gov/), (b) average 

ambient temperature distribution histogram for Montana, and (c) time series of ambient temperatures for 

2016–2019 (site ID 150000) 

Wind Speed: Figure 140 presents the statistical distribution and spatial variability of wind speed 

across Montana, based on measurements from 26 monitoring stations. Figure 140(a) displays the 

normalized frequency histogram of recorded wind speeds. The distribution exhibits a pronounced 

positive skew, with the majority of wind speeds concentrated between approximately 5 km/h and 

20 km/h, and a peak frequency occurring near 10 km/h. The tail of the distribution extends toward 

higher wind speeds, with occasional events reaching up to 50–60 km/h, although these occurrences 

are relatively rare. This distribution shows that moderate wind conditions are common across the 

state, with extreme wind events being infrequent. Figure 140(b) shows the spatial distribution of 

the coefficient of variation (COV) of wind speed across the 26 station locations. The coefficient 

of variation, defined as: 

COV=σ/μ      (1) 

where 𝜎 is the standard deviation and 𝜇 is the mean wind speed. This provides a normalized 

measure of variability relative to the mean value. 
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Figure 139. Monthly average ambient temperature across Montana 
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Spatially, the COV values vary from approximately 0.45 to 0.82 across the state. Higher COV 

values, indicated by yellow and green markers, suggest regions where wind speed is highly 

variable relative to the mean, whereas lower COV values (purple hues) represent areas with more 

consistent wind conditions. Notably, some western and southern parts of Montana show more 

variability in wind speeds. Higher and more variable wind speeds can significantly increase 

convective heat loss from the bridge surface during winter conditions, leading to lower surface 

temperatures. As a result, geothermal systems would require additional energy input to maintain 

the bridge deck above freezing. Both the average wind speeds and their variability are therefore 

important for predicting operational efficiency of geothermal deicing systems across Montana. 

 
Figure 140. a) Histogram of wind speed distribution, and b) Coefficient of variation for wind speed in 

Montana 

Figure 141 presents monthly average precipitation across Montana, including both total depth and 

partitioning between rainfall and snowfall. Snow accumulation plays a dual role in geothermal 

bridge deck performance: it modifies thermal boundary conditions by acting as an insulating layer, 

reducing convective and radiative heat losses, while simultaneously increasing the system's 

thermal load due to the energy required for snow melting and phase change. The figure reveals 

that peak snowfall occurs from November through March, with over 80% of precipitation falling 

as snow during these months. In contrast, precipitation during June through September is 

dominated by rainfall, with nearly 100% of precipitation falling as rain in July and August. 

Spatially, western and mountainous regions receive significantly higher precipitation volumes 

year-round, while eastern plains experience lower but more uniform distributions. These temporal 

and spatial patterns have important implications for geothermal system design. Regions with high 

winter snowfall not only face more frequent icing events but also require greater energy capacity 

for snow removal, making accurate precipitation modeling essential for system sizing, activation 

scheduling, and energy demand forecasting. 
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Figure 141. Monthly average precipitation across Montana 

Solar Radiation: Figure 142 shows the normalized frequency distribution of shortwave surface 

downward solar radiation under all-sky conditions, representing the solar energy incident on bridge 

deck surfaces. The distribution is positively skewed, with a pronounced peak occurring between 
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approximately 75 and 125 W/m². This indicates that relatively low to moderate solar radiation 

levels are most common across the study area. Beyond the peak, the frequency gradually decreases 

as solar radiation increases, with substantial occurrences observed up to approximately 300 W/m². 

All-sky solar radiation was plotted, as it accounts for the combined effects of clear, partly cloudy, 

and overcast conditions, thus providing a realistic representation of the actual solar energy 

reaching the bridge surface. The observed trend suggests that, for most of the time, bridge decks 

are subjected to solar radiations ranging from 75 to 300 W/m². 

 
Figure 142. Frequency distribution of shortwave solar radiation in Montana 

Lithological Variability: Lithology determines the mineral composition, porosity, and water 

content of subsurface formations, all of which affect heat transfer. For example, siltstone and shale 

exhibit lower thermal conductivities, while igneous and metamorphic rocks tend to transfer heat 

more efficiently. Figure 143 presents a statewide lithological map of Montana. The state’s complex 

geological history has resulted in a diverse subsurface, ranging from sedimentary basins in the east 

to igneous intrusions and metamorphic formations in the west. This spatial variability must be 

accounted for when predicting system performance at different bridge locations, especially when 

borehole depth and soil-structure interaction play a role in heat delivery. 

 
Figure 143. Lithologies in Montana 
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Ground Properties: Figure 144 shows the spatial distribution of soil thermal properties across 

Montana, derived from the United States Geological Survey (USGS) soil classification system 

(Robertson, 1988). The values of thermal conductivity and thermal capacity were interpolated over 

the state. Figure 144(a) presents the variation in thermal conductivity (W/mK), a measure of the 

soil’s ability to conduct heat. Thermal conductivity values across the state range from 

approximately 1.0 W/mK to 3.5 W/mK. Higher thermal conductivities are observed in the 

mountainous and rocky regions of north-western Montana, and most parts of central Montana, 

indicated by darker brown hues, whereas lower thermal conductivity values are more concentrated 

in the western part of the state. This spatial variability is significant for evaluating the heat transfer 

efficiency from geothermal systems embedded within different soil types. Figure 144(b) displays 

the spatial variation of thermal capacity (MJ/m³K), which represents the amount of heat required 

to change the temperature of a unit volume of soil by one degree Kelvin. Thermal capacity values 

range from approximately 2.0 to 2.9 MJ/m³K. Generally, higher thermal capacities are associated 

with regions containing higher moisture content or denser soils, as indicated in the plot along the 

mountainous belts. And lower thermal capacities are observed in the drier and less dense soils 

across the eastern plains. 

 
Figure 144. Soil thermal properties across Montana: (a) spatial distribution of thermal conductivity 

based on USGS soil classification, and (b) spatial distribution of thermal capacity based on USGS soil 

classification 

Ground Temperature: Figure 145 provides an overview of the ground temperature characteristics 

across Montana, based on data collected from over 1,000 wells statewide. Figure 145(a) presents 

the normalized frequency distribution of ground temperatures. The majority of ground 

temperatures cluster between approximately 3.6°C and 20°C, consistent with the expectation that 

shallow ground temperatures broadly reflect the average annual ambient temperature. However, a 

distinct secondary peak is observed near 50°C, which can be attributed to the presence of 

geothermal anomalies, specifically hot springs, that are distributed across various regions in 

Montana. This bimodal distribution highlights the unique geothermal character of the state. Figure 

145(b) illustrates the relationship between ground temperature and depth. The scatter plot reveals 

that ground temperature appears largely independent of depth within the observed range, with 

similar temperatures recorded from shallow to deeper wells (up to 150 meters). This finding 

suggests that localized geothermal conditions, rather than thermal gradients with depth, primarily 

control ground temperature variations in Montana. Figure 145(c) maps the spatial distribution of 

ground temperatures, with red dots representing well locations. The kriging interpolation reveals 

that most of the state exhibits ground temperatures ranging from 3.6°C to about 20°C, while 
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concentrated hotspots with elevated temperatures up to 49.5°C are evident, particularly in 

southwestern and south-central Montana. These localized zones correspond to areas of geothermal 

activity, reinforcing the influence of natural hot springs on regional ground temperature variability. 

The wide spatial coverage and variability in ground temperatures captured here are important to 

define the capacity for geothermal resource assessments across Montana. 

 
Figure 145. Ground temperature characteristics across Montana: (a) normalized frequency distribution 

of ground temperatures, (b) ground temperature versus depth, and (c) spatial distribution of ground 

temperatures and well locations 

Data Generation Using COMSOL for ML based feasibility Analysis  

The first step in developing a predictive ML model is identifying the most relevant input features. 

These features should represent the physical variables that influence surface temperature response 

and deicing performance. Based on the parametric studies, presented in previous chapters, feature 

sensitivity, and engineering domain knowledge, ambient temperature (°C), wind speed (km/h), 

solar radiation (W/m²), inlet fluid temperature (°C), flow rate (L/min), tube spacing (cm), and 

bridge deck length (m), were selected as input features for the machine learning models. 

The second step involved generating a comprehensive dataset through numerical simulation. The 

validated COMSOL model was used in conjunction with LiveLink for MATLAB to automate 

simulations across a wide range of input combinations. To capture realistic boundary conditions, 

environmental data were obtained from MDT’s RWIS stations and analyzed statistically. Figure 

146 presents histograms of key variables, ambient temperature, wind speed, solar radiation, and 

inlet fluid temperature, used to inform simulation inputs. For each variable, appropriate probability 
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distributions were fitted, and the 1st, 5th, 95th, and 99th percentiles were extracted from both 

empirical and fitted distributions to define representative input ranges (see Table 19). 

 
Figure 146. Distribution histograms of important features, a) Ambient temperature, b) Wind speed, c) 

Solar radiation, and d) Inlet temperature 

Table 19. Different levels of percentiles for empirical values and fitted distributions for ambient 

temperature, wind speed, and solar radiation 

Parameter Value 
Empirical Values  1

st
 Percentile 5

th
 Percentile 95

th
 Percentile 99

th
 Percentile 

Ambient Temperature, 
o
C -24.31 -19.48 -0.44 -0.08 

Wind Speed, km/h 0.36 1.56 28.86 40.91 
Solar Radiation, W/m

2 25.84 42.09 335.03 361.28 
Fitted Distribution      

Ambient Temperature, 
o
C -32.43 -21.10 -0.36 -0.07 

Wind Speed, km/h 0.45 1.57 28.97 37.85 
Solar Radiation, W/m

2 25.58 42.28 359.12 461.46 

Ambient temperatures during winter months range from –35 °C to 0 °C, with a strong skew toward 

higher values. Approximately 95% of observed values fall above –25 °C, and 50% exceed –10 °C. 

Wind speeds are mostly below 20 km/h, with over 90% of observations under this threshold, 

indicating moderate convective heat loss is typical. Solar radiation varies widely between 0 and 

350 W/m², with a mode near 60 W/m², reflecting frequent overcast conditions during winter. 
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Inlet fluid temperatures show a clear bimodal distribution, reflecting geothermal heterogeneity 

across the state. One peak centers near 10 °C, consistent with shallow ground heat, while a second 

peak around 50 °C represents geothermal hot spring sources. Each mode was fit using separate 

normal distributions, and the corresponding mean and standard deviation values are listed in Table 

20. 

Table 20. Mean and standard deviation of fitted distributions for inlet temperature 

Parameter Value 
Inlet Temperature  1

st
 Distribution 2

nd
 Distribution 

Means of Fitted Distributions, 
o
C 9.26 48.57 

Standard Deviations of Fitted Distributions, 
o
C 2.61 5.11 

For design-related variables such as bridge deck length, tube spacing, and fluid flow rate, the 

parameter bounds were selected based on the results of the parametric sensitivity analyses 

presented in previous chapters. These ranges were chosen to capture realistic design scenarios 

while ensuring sufficient resolution across the design space. The finalized ranges were used to 

construct a comprehensive input matrix for numerical simulations. In total, 555 simulations were 

performed for the without tubing configuration, varying key environmental parameters including 

ambient temperature (0 to –20 °C), wind speed (0–40 km/h), solar radiation (0–490 W/m²), and 

initial surface temperature (±10 to 20 °C relative to ambient), as summarized in Table 21.  

Table 21. Parameter ranges, combinations and total number of models for generating the dataset without 

tubing from the numerical model 

Parameter Value 
 Range Values 

Ambient Temperature, 
o
C 0 to -20 0, -5, -10, -15, -20 

Initial Temperature, 
o
C -10 to +20 of 

Ambient Temperature 
-10, -5, 0, 5, 10, 20 of 

Ambient Temperature 
Wind Speed, km/h 0 to 40 0, 5, 10, 20, 30, 40 
Solar Radiation, W/m

2 0 to 490 0, 160, 260, 360, 490 
Bridge Length, m 1.6 to 4.8 1.6, 3.2, 4.8 
Total Number of Models 555 

For the with tubing configuration, 1,836 simulations were conducted, incorporating additional 

system parameters such as inlet fluid temperature (8–50 °C), flow rate (5–25 L/min), and tube 

spacing (20–30 cm), while keeping consistent ranges for environmental inputs. Table 22 details 

the full parameter set and discretized input values used in the simulations. These simulations form 

a rich dataset for evaluating system performance under diverse operating conditions, enabling 

robust evaluation of de-icing effectiveness and informing the development of predictive models 

and design optimization strategies. 

Deterministic Analysis 

The deterministic analysis conducted in the GIS workspace provides a spatially resolved 

framework for evaluating the feasibility of geothermal bridge deck heating systems across 

Montana. This analysis consists of three key stages: (1) estimating shallow geothermal energy 

potential using the G.POT method based on subsurface temperature and conductivity data (Casasso 

et al., 2016); (2) calculating specific heat extraction rates that reflect local geologic and design 
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constraints; and (3) assessing energy demand by integrating meteorological inputs such as ambient 

temperature, wind speed, and solar radiation to estimate thermal loads for deicing and cooling 

(Canada by Liu et al., 2018 and Ritter, 2012). By comparing available geothermal supply with 

localized thermal demand, this framework enables regional screening, supports preliminary 

design, and identifies areas where supplemental systems may be required. 

Table 22. Parameter ranges, combinations and total number of models for generating the dataset with 

tubing from the numerical model 

Parameter Value 
 Range Values 

Ambient Temperature, 
o
C 0 to -20 0, -5, -10, -15, -20 

Initial Temperature, 
o
C -10 to +20 of Ambient 

Temperature 
-10, -5, 0, 5, 10, 20 of 

Ambient Temperature 
Wind Speed, km/h 0 to 40 0, 5, 10, 20, 30, 40 
Solar Radiation, W/m

2 0 to 490 0, 160, 260, 360, 490 
Inlet Temperature, 

o
C 8 to 50 8, 10, 50 

Fluid Flowrate, L/min 5 to 25 5, 10, 25 
Tube Spacing, cm 20 to 30 20, 30 
Bridge Length, m 1.6 to 4.8 1.6, 3.2, 4.8 
Total Number of Models 1836 

G.POT Method 

The G.POT method is used to compute the shallow potential geothermal energy and specific heat 

extraction rate in large spatial areas. This method can be used for both heating and cooling modes, 

but analysis must be completed separately. The shallow potential geothermal energy can be 

calculated through equation 13. This equation depends on properties of the borehole, the thermal 

properties of the ground, undisturbed ground temperature, the length of cooling or heating season, 

and the simulated design life of the system. 

QBHE =
α∗(T0−Tlim)∗λ∗L∗tc

′

−0.619tc
′ ∗log(us

′)+(0.532tc
′−0.962)∗log(uc

′ )−0.455tc
′−1.619+4πλ∗Rb

            (13) 

In equation (1), 𝛼=8 if the shallow potential geothermal energy is in W or, 𝛼=0.0701 if it is in 

MWh/y. The available potential geothermal energy is a function of the maximum thermal 

alteration fluid which is the difference between the undisturbed ground temperature (𝑇0) and the 

maximum or minimum temperature of the carrier fluid (𝑇𝑙𝑖𝑚) in the system expressed in degrees 

Celsius. The thermal conductivity of the ground is symbolized as λ and is expressed in W/mK, L 

is the length of the borehole in meters, and Rb is the thermal resistance of the borehole in mK/W. 

𝑡𝑐
′ , 𝑢𝑠

′ , 𝑎𝑛𝑑 𝑢𝑐
′  are non-dimensional variables depending on the simulation time and length of the 

heating or cooling season; 𝑡𝑐
′ = 𝑡𝑐/𝑡𝑦 where 𝑡𝑐 is the length of the heating or cooling season in 

days and 𝑡𝑦 is the length of the year, 𝑢𝑠
′ =

𝑟𝑏
2

4∗𝛼′∗𝑡𝑠
 and 𝑢𝑐

′ =
𝑟𝑏
2

4∗𝛼′∗𝑡𝑐
 where 𝑡𝑠 is the simulation time, 

𝛼′ is the thermal capacity of the ground, and 𝑟𝑏 is the radius of the borehole. The non-spatial 

varying values used for equation (13) in Montana are shown in Table 23. The specific heat 

extraction rate can be calculated from equation (13) by using a 1-meter borehole depth and 1-hour 

simulation time. 
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Table 23. QBHE Variables 

Tlim Cooling -2 °C 

Tlim Heating 20 °C 

L 100 M 

Rb 6.74e-2 mK/W 

tC Cooling 153 d 

tC Heating 212 d 

tY 1 y 

tS 50 y 

rb 0.075 m 

Energy Balance 

The required energy for deicing bridge decks and cooling bridge surfaces can be calculated by 

determining the energy balance at bridge decks based on the unit area. The energy balance at the 

bridge decks can be calculated using equation (14). 

𝑞𝑛 = 𝑞𝑠 + 𝑞𝑚 + 𝑞𝑐𝑜𝑛𝑣 + 𝑞𝑠𝑜𝑙𝑎𝑟                             (14) 

Where qn is the net heat flux in W/m, qsolar is the solar radiation, qm is the latent heat of fusion or 

vaporization depending on the heating or cooling season, qconv is the convective heat flux at the 

surface of the bridge, and qs is the sensible heat flux. The solar radiation is the short-wave radiation 

was calculated using a pre-existing area solar radiation tool in ArcGIS pro.  

For the heating season, the sensible heat flux is the energy required to raise the temperature of 

snow to its melting point and to increase the subsequent water to a liquid film temperature for 

easier removal. In the cooling season, the sensible heat flux is used to change the precipitation on 

the bridge deck to the desired temperature for evaporation. Equation (15) shows the calculations 

for the heating season and equation (16) shows the calculations for the cooling season. 

𝑞𝑠 𝐻𝑒𝑎𝑡𝑖𝑛𝑔 = 𝜌𝑤 ∗ 𝑠(𝑡) ∗ (𝑐𝑝
𝑖 (𝑇𝑚 − 𝑇𝑎) + 𝑐𝑝

𝑤(𝑇𝑓 − 𝑇𝑚))                         (15) 

𝑞𝑠 𝐶𝑜𝑜𝑙𝑖𝑛𝑔 = 𝜌𝑣 ∗ 𝑟(𝑡) ∗ (𝑐𝑝
𝑤(𝑇𝑒 − 𝑇𝑎))                           (16) 

Where ρw and ρv are the water density and water vapor density respectively in kg/m3. The 

parameters s(t) is the snowfall rate in m/s, and r(t) is the rain fall rate in m/s. Tm is the melting point 

of snow set to 0°C, Ta is the ambient air temperature in °C, Te is the evaporation temperature set 

to 32 °C, and Tf is the liquid film temperature set at 0.56 °C. The specific heat of water is 

represented as 𝑐𝑝
𝑤and is set to 4200 J/kg×K and the specific heat of ice is symbolized as 𝑐𝑝

𝑖  and is 

set to 2100 J/kg×K. 

The latent heat flux is used to determine the energy absorbed by either snow or water during phase 

change. Equation (16) shows the calculation made during the heating season and equation (17) 

shows the calculations done during the cooling season. 

𝑞𝑚 𝐻𝑒𝑎𝑡𝑖𝑛𝑔 = 𝜌𝑤 ∗ 𝑠(𝑡) ∗ ℎ𝑖𝑓                              (17) 

𝑞𝑚 𝐶𝑜𝑜𝑙𝑖𝑛𝑔 = 𝜌𝑣 ∗ 𝑟(𝑡) ∗ ℎ𝑖𝑣                               (18) 
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Where hif is the heat of fusion, set to 3.3e5 J/kg and hiv is the heat of vaporization set to 2.26e5 

J/kg. 

The convective heat flux is based on the time required for the deck slab to change temperature. In 

this energy balance, we are looking at the surface convective heat flux which is the energy 

transferred from the surface of the bridge deck to the atmosphere. This calculation can be made 

using equation (19). 

𝑞𝑐𝑜𝑛𝑣 = ℎ𝑐𝑜𝑛𝑣 ∗ (𝑇𝑎 − 𝑇𝑠)                                     (19) 

Where Ts is the surface temperature (°C) and hconv is the convective heat flux transfer coefficient 

determined by equation (20). 

ℎ𝑐𝑜𝑛𝑣 = 2 ∗
𝑘𝑎

𝐿

{
  
 

  
 0.3387∗𝑃𝑟

2
3∗𝑅𝑒𝐿

1
2

(1+(
0.0468

𝑃𝑟
)

2
3)

1
4

 

 𝑖𝑓 𝑅𝑒𝐿 ≤ 5 ∗ 105

𝑃𝑟

1

3 ∗ (0.037𝑅𝑒𝐿

4

5 − 871) 𝑖𝑓 𝑅𝑒𝐿 > 5 ∗ 10
5 

                          (20) 

Where ka is the thermal conductivity of air set as 0.02 w/mK, L is the characteristic length of the 

bridge slab in the direction of wind in meters, Pr is the Prandtl number for air set as 0.7, and 𝑅𝑒𝐿 is 

Reynolds number based on the characteristic length calculated by equation (21). 

𝑅𝑒𝐿 =
𝑉∗𝐿

𝜐𝑎𝑖𝑟
                                  (21) 

Where V is the wind speed in m/s and 𝜐𝑎𝑖𝑟 is the kinematic viscosity of air set to 1.1e-5 m2/s. 

Energy Results 

To determine the shallow potential geothermal and energy demand, Montana was separated into 

three categories, heating predominant mode, cooling predominant mode, and mixed mode (Figure 

147). The modes were determined using the energy demand, the modes were determined based on 

the total energy demand in the heating and cooling seasons. Heating mode occurs where over 60% 

of the total energy demand comes from the heating period, cooling mode occurs where over 60% 

of the total energy demand comes from the cooling period, and mixed mode occurs where 40-60% 

of the energy comes from both energy periods. 
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Figure 147. Montana split into three energy modes based on the total energy demand over the year 

The potential geothermal energy and specific heat extraction rate determined from the method 

outlined in Casasso et al. (2016) (Figure 148). The available energy across the state ranges between 

0 and 60 MWh/y, with lower ranges occurring mostly in the eastern plains. Based on the results of 

the energy analysis, the systems are most feasible in areas of higher geothermal activity such as 

southwest Montana as the available energy is directly related to the ground temperature. The sHE 

shows the watts of energy that can be extracted per meter in the borehole. This ranges between 

less than 30 to 130 w/m. Comparing this to the shallow potential geothermal energy. At least some 

energy can be extracted into the ground pump systems in all parts of the states.  

 
Figure 148. Available Energy Analysis Results 

The required energy for bridge deck melting and cooling and the subsequent power demand across 

the state is shown in (Figure 149). The energy demand ranges from 600 w/m2 to 1200 w/m2. The 

power demand was determined by multiplying this value by the average bridge deck area in m2. 

Comparing the maps showing the energy demand and available energy, generally larger demand 

areas occur where there is more available. From comparing the different aspects of the energy 

analysis, the GSHP’s will be feasible across most of the state. 
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Figure 149. Energy Demand Analysis Results 

Machine-Learning Based Feasibility Analysis 

Error! Reference source not found. summarizes the machine learning model development 

process for training and evaluating the prediction models. For this study, the machine learning 

development was carried out in six steps.  

 

The first step, feature selection, involved identifying the most physically relevant and influential 

parameters affecting bridge deck surface temperature. This was accomplished through detailed 

parametric studies conducted using the validated numerical model (Chapter 2). Each parameter 

was systematically varied, and its impact on the thermal response was evaluated. Based on these 

analyses, a final set of seven features was selected: ambient temperature, wind speed, solar 

radiation, inlet fluid temperature, flow rate, tube spacing, and bridge length. These features were 

chosen to ensure that both environmental variability and design-dependent behaviors were 

captured in the training dataset. The second step involved generating a comprehensive dataset 

using COMSOL-based simulations automated through MATLAB LiveLink. More than 2,000 

simulations were performed across a structured design space that encompassed combinations of 

the selected features. The simulations captured surface temperature responses under both "with 

tubing" and "without tubing" conditions. This dataset formed the foundation for training machine 

learning models capable of replicating the thermal behavior of geothermal bridge deck systems. In 

the third step, data splitting and experimental design were applied. The dataset was divided using 

an 80/20 train-test split, and five-fold cross-validation was implemented to reduce overfitting and 

ensure robustness. The fourth step focused on model selection and training. Two predictive models 

were developed: Model 1, designed to estimate system performance metrics such as stabilized 

surface temperature, time to reach above 0°C, and time to stabilization; and Model 2, which 

provided continuous surface temperature predictions at every 0.1-hour interval. Both models used 
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the same input features but differed in output structure. A wide range of supervised learning 

algorithms were employed for both models, including linear regression, polynomial regression, 

decision trees, random forests, XGBoost, and fully connected neural networks (FCNN). Each 

algorithm was trained on the simulation-derived dataset, and model selection was subsequently 

performed based on lowest cross validation error. In the fifth step, model evaluation was performed 

using three standard metrics: mean absolute error (MAE), root mean squared error (RMSE), and 

coefficient of determination (R²). These metrics allowed for quantitative comparison across 

different algorithms and configurations. The final step involved sensitivity analysis to further 

understand model interpretability. A permutation-based approach was used, where each input 

feature was shuffled independently while observing the resulting increase in prediction error. This 

analysis revealed that inlet temperature, ambient temperature, wind speed, and solar radiation were 

the most influential predictors. The findings were consistent with the results from parametric 

studies.  

Data Splitting and Experimental Design 

The generated dataset was divided into a training set (80%) and a testing set (20%) to ensure 

unbiased model evaluation. To improve generalizability and prevent overfitting, a 5-fold cross-

validation scheme was implemented, where the training data were further divided into five subsets. 

Each model was trained on four folds and validated on the fifth, rotating through all folds. This 

approach ensured robust estimation of performance metrics across unseen data. 

Model Selection and Training 

Two types of machine learning models were developed to meet different prediction objectives. 

The selected input features and target variables are shown in Table 24. 

Table 24. Machine learning models used with the features and target variables for Model 1 and Model 2 
Features Targets  

Model 1 Model 2 
Ambient Temperature, 

o
C - Stabilized 

Temperature 

 

- Time to Reach 

Above 0oC 

 

- Time to Reach 

Stabilized 

Temperature 

- Average Surface 

Temperature (every 

0.1 hours interval) Initial Temperature, 
o
C 

Wind Speed, km/h 
Solar Radiation, W/m

2 
Inlet Temperature, 

o
C 

Fluid Flowrate, L/min 
Tube Spacing, cm 
Bridge Length, m 

Figure 150 presents a schematic definition of three key system performance indicators used in 

Model 1: stabilized surface temperature (Tf), time to reach stabilized temperature (ts), and time to 

reach above 0 °C (to). Tf is defined as the surface temperature at the point where its rate of change 

remains below 0.5% over three consecutive hours, indicating thermal equilibrium, while ts is the 

duration required for the system to reach this steady-state condition. to quantifies how quickly the 

surface reaches the threshold required for ice melting.  
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Figure 150. Schematic for stabilized temperature, time to reach stabilized temperature, and time to reach 

above 0oC 

Model 2 was constructed to provide granular predictions of surface temperature at every 0.1-hour 

interval throughout the simulation period. This model used the same input features but replaced 

high-level targets with full temperature time series as the prediction output (Figure 151). Model 2 

enables dynamic thermal profile monitoring and is particularly useful for forecasting thermal 

behavior under changing conditions. 

Model 1 Output Model 2 Output 

 

 

 
Figure 151. Outputs from Model 1 and Model 2 

A key innovation in Model 2 was its adaptive time-stepping mechanism. When environmental or 

operational conditions changed, the model treated the last predicted surface temperature as the new 

initial condition and reset the simulation clock to zero. This allowed the model to capture the rapid 

response typically observed after condition changes, before the system reaches thermal 

equilibrium. 

Model Evaluation 

The predictive performance of both Model 1 and Model 2 was evaluated using the following 

metrics: 
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Mean Absolute Error (MAE): is a widely used regression metric that quantifies the average 

magnitude of prediction errors, regardless of direction. It is defined as: 

MAE = 
1

𝑛
 Σ |𝑦𝑖 − 𝑦𝑖̂|         (6) 

where, 𝑦𝑖 is the actual (true) value, 𝑦𝑖̂ represents the predicted value from the machine learning 

model, and n is the total number of data points. MAE measures the mean absolute difference 

between predicted and actual values, offering an intuitive indication of model accuracy. Because 

it treats all errors equally, without squaring them, MAE is less sensitive to outliers compared to 

metrics like RMSE. This property makes it particularly suitable for evaluating models where 

consistent predictive performance is desired across a broad range of scenarios. 

Root Mean Squared Error (RMSE): is a standard metric used to evaluate the predictive accuracy 

of regression models by measuring the square root of the average squared differences between 

predicted and actual values. It is defined as: 

RMSE = √
1

𝑛
 Σ (𝑦𝑖 − 𝑦𝑖̂)2        (7) 

where, 𝑦𝑖 is the actual (true) value, 𝑦𝑖̂ represents the predicted value from the machine learning 

model, and n is the total number of data points. Unlike MAE, RMSE penalizes larger errors more 

heavily due to the squaring operation, making it particularly sensitive to outliers and useful for 

identifying models that fail under extreme conditions. Additionally, RMSE is differentiable, which 

makes it well-suited as a loss function during model training. Since its units match those of the 

target variable, RMSE provides an interpretable measure of model performance in real-world 

physical systems. 

Coefficient of Determination (R²): measures the proportion of variance in the observed data that 

is captured by the model's predictions. It is defined as 

R² = 1 − 
Σ (𝑦𝑖−𝑦𝑖̂)

2

Σ (𝑦𝑖−𝑦̅)
2           (8) 

where, 𝑦𝑖 is the actual (true) value, 𝑦𝑖̂ represents the predicted value from the machine learning 

model, and 𝑦̅ is the mean of the actual values. R² ranges from 0 to 1, with higher values indicating 

better model performance. An R² value near 1 implies that the model accounts for most of the 

variability in the target data, while a value near 0 suggests poor predictive alignment. As a relative 

metric, R² is particularly useful for comparing the explanatory power of different models or 

configurations under the same dataset. 

Performance Results 

Model 1-Without Tubing: 

Figure 152 and Table 25 summarize the performance of various machine learning models, Linear 

Regression (LR), Polynomial Regression (PR), Decision Tree (DT), Random Forest (RF), 

XGBoost (XGB), and Fully Connected Neural Network (FCNN), in predicting three key 

performance indicators: stabilized surface temperature, time to reach above 0 °C, and time to reach 

thermal stabilization. The metrics reported include MAE, RMSE, and R². 
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In terms of MAE, XGBoost model demonstrates low average prediction errors across all three 

targets. For stabilized temperature, XGBoost reports the lowest MAE at 0.54, followed closely by 

FCNN at 0.56. For time to >0°C, where XGBoost again has the lowest MAE of 0.24, while 

decision tree yields a slightly higher value of 0.35. For time to stabilize, both XGBoost and 

decision tree record an MAE of 1.13 indicating their relative reliability in minimizing average 

prediction error.  

 
Figure 152. MAE, RMSE, and R2 score comparison for Model 1 without tubing for Stabilized 

temperature, time to reach stabilized temperature, and time to reach above 0oC 

With regard to RMSE, which emphasizes larger deviations and provides a more sensitive measure 

of prediction robustness, FCNN achieves the lowest RMSE for stabilized temperature at 0.78, 

suggesting stable and accurate prediction with minimal large errors. Meanwhile, XGBoost 

produces the lowest RMSE for time to >0°C and time to stabilize, at 0.86 and 2.74 respectively. 

These results imply that XGBoost may offer more consistent performance when predicting 

temperature transitions over time, particularly in contexts where larger errors are more 

consequential.  

Looking at the coefficient of determination (R²), FCNN achieves the highest values for stabilized 

temperature with an R² of 98.59%. While XGBoost has the highest values for two other target 

variables. It attains R² of 95.85% for time to >0°C, and an R² of 87.91% for time to stabilize 

indicating strong explanatory power and an ability to capture most of the variance in the data. 

Overall, both models, FCNN and XGBoost exhibit strong predictive capabilities, with FCNN 

performing well on steady-state temperature predictions, while XGBoost shows strength in 

capturing temporal stabilization trends. 

Model 1-With Tubing: 

Figure 153 and Table 26 present the comparative performance of machine learning models for 

predicting stabilized surface temperature, time to reach above 0 °C, and time to reach stabilization, 

under configurations where tubing is included in the system. The metrics reported include MAE, 

RMSE, and R². 

In terms of MAE, XGBoost demonstrates the lowest average errors across multiple targets. It 

records an MAE of 0.22 for stabilized temperature and 0.73 for time to >0°C, indicating minimal 

average deviation from actual values in both early and steady-state phases. For time to stabilize, 



  

Final Report Machine Learning Based Feasibility Analysis 

  

 

Civil Engineering Department, CE    Page 149 

 

random forest achieves the lowest MAE of 1.14, closely followed by XGBoost at 1.17, suggesting 

that both models provide comparable accuracy in predicting the longer stabilization period.  

Table 25. MAE, RMSE, and R2 score values for Model 1 without tubing for Stabilized temperature, time 

to reach stabilized temperature, and time to reach above 0oC 

Parameter Value 
Mean Absolute Error Stabilized Temp. Time to > 0

o
C Time to Stabilize 

Linear Regression 2.77 2.66 4.21 
Polynomial Regression 0.72 2.13 3.85 
Decision Tree 1.05 0.35 1.13 
Random Forest 1.09 0.67 1.55 
XGBoost 0.54 0.24 1.13 
Fully Connected Neural Network 0.56 0.60 1.70 

Root Mean Squared Error 
   

Linear Regression 3.38 3.92 6.49 
Polynomial Regression 0.99 3.33 5.95 
Decision Tree 2.38 1.30 3.35 
Random Forest 1.91 1.50 3.17 
XGBoost 1.14 0.86 2.74 
Fully Connected Neural Network 0.78 1.10 3.30 

R
2
 Score (%) 

   

Linear Regression 74.25 51.98 44.66 
Polynomial Regression 97.63 62.62 53.38 
Decision Tree 86.34 88.96 80.43 
Random Forest 91.76 91.64 84.10 
XGBoost 96.97 95.85 87.91 
Fully Connected Neural Network 98.59 95.60 83.54 

For RMSE, XGBoost yields the lowest values for all three target variables. It reports an RMSE of 

0.46 for stabilized temperature, 1.75 for time to >0°C, and 2.39 for time to stabilize. These lower 

RMSE values indicate that XGBoost predictions are not only accurate on average but also less 

affected by large individual errors, making the model more robust in scenarios where minimizing 

significant deviations is critical.  

 
Figure 153. MAE, RMSE, and R2 score comparison for Model 1 with tubing for Stabilized temperature, 

time to reach stabilized temperature, and time to reach above 0oC 
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With respect to the coefficient of determination (R²), XGBoost achieves the highest value for time 

to >0°C at 83.52%, suggesting it captures a substantial portion of the variance in this early-phase 

response. For time to stabilize, random forest shows the highest R² at 79.84%, though XGBoost 

follows closely at 79.61%, indicating similar explanatory power. For stabilized temperature, 

XGBoost attains an R² of 99.66%, reflecting its effectiveness in modeling the final steady-state 

condition of the system. 

Due to the relatively simple nature of the target variables in Model 1, particularly the stabilized 

surface temperature, which is a single-value summary of the full thermal response, most machine 

learning models were able to achieve higher R² scores when predicting this metric. 

Table 26. MAE, RMSE, and R2 score values for Model 1 with tubing for Stabilized temperature, time to 

reach stabilized temperature, and time to reach above 0oC 

Parameter Value 
Mean Absolute Error Stabilized Temp. Time to > 0

o
C Time to Stabilize 

Linear Regression 2.53 2.07 2.28 
Polynomial Regression 0.58 1.59 1.78 
Decision Tree 0.53 0.95 1.35 
Random Forest 0.52 0.80 1.14 
XGBoost 0.22 0.73 1.17 
Fully Connected Neural Network 0.44 0.91 1.30 

Root Mean Squared Error 
   

Linear Regression 3.22 3.15 3.39 
Polynomial Regression 0.80 2.56 2.91 
Decision Tree 1.08 2.36 3.04 
Random Forest 0.91 1.87 2.41 
XGBoost\ 0.46 1.75 2.39 
Fully Connected Neural Network 0.59 1.89 2.41 

R
2
 Score (%) 

   

Linear Regression 84.19 48.00 61.08 
Polynomial Regression 99.02 65.28 70.92 
Decision Tree 98.21 70.71 68.33 
Random Forest 98.71 81.31 79.84 
XGBoost 99.66 83.52 79.61 
Fully Connected Neural Network 99.45 79.66 78.53 

Model 2-Without Tubing: 

Figure 154 and Table 27 present a performance comparison of various machine learning models 

for Model 2 output without tubing, evaluated using MAE, RMSE, and R². 

In terms of MAE, the fully connected neural network (FCNN) reports the lowest value at 0.29, 

followed by XGBoost at 0.37. These low MAE values indicate that both models consistently 

produce predictions with small average deviations from the actual values. Other models, including 

polynomial regression (0.89), decision tree (0.51), and random forest (0.61), also perform 

reasonably well, while linear regression shows a substantially higher MAE of 2.93, indicating the 

non-linearity relationships that were not captured by the linear model. 



  

Final Report Machine Learning Based Feasibility Analysis 

  

 

Civil Engineering Department, CE    Page 151 

 

RMSE values further highlight the performance differences across models, especially with respect 

to the penalization of larger errors. The FCNN achieves the lowest RMSE at 0.41, suggesting 

strong robustness against extreme deviations. XGBoost follows with an RMSE of 0.90, also 

reflecting consistent performance. Polynomial regression and random forest share an RMSE of 

1.22, while decision tree and linear regression show higher values at 1.50 and 3.93, respectively.  

Regarding the coefficient of determination (R²), FCNN attains the highest value at 99.79%, 

indicating that it explains nearly all of the variance in the observed data. XGBoost also achieves a 

high R² score of 99.17%, showing its strong predictive capability. Polynomial regression 

(98.69%), random forest (98.46%), and decision tree (97.56%) all demonstrate good explanatory 

power, while linear regression lags behind with an R² of 86.31%. These results show that both 

FCNN and XGBoost offer accurate and consistent predictions, making them more suitable for 

modeling system behavior in the absence of tubing. 

 
Figure 154. MAE, RMSE, and R2 score comparison for Model 2 output without tubing 

Table 27. MAE, RMSE, and R2 score values for Model 2 output without tubing 

Parameter Value  
MAE RMSE R

2
 Score (%) 

Linear Regression 2.93 3.93 86.31 
Polynomial Regression 0.89 1.22 98.69 
Decision Tree 0.51 1.50 97.56 
Random Forest 0.61 1.22 98.46 
XGBoost 0.37 0.90 99.17 
Fully Connected Neural Network 0.29 0.41 99.79 

In the case of Model 2 without tubing, the surface temperature profiles were comparatively simpler 

to predict due to the reduced number of influencing parameters and the absence of active heating 

effects. As a result, the temperature trends exhibited smoother and more predictable behavior over 

time. This simplicity allowed most machine learning models to perform well, achieving relatively 

high predictive accuracy even with less complexity. 
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Model 2-With Tubing: 

Figure 155 and Table 28 present the model performance comparison for Model 2 output with 

tubing, evaluated using MAE, RMSE, and R² score. 

In terms of MAE, the fully connected neural network (FCNN) demonstrates the lowest error at 

0.64, indicating minimal average deviation between predicted and actual values. XGBoost follows 

closely with an MAE of 0.68, also reflecting high predictive accuracy. Random forest (0.91), 

polynomial regression (1.06), and decision tree (1.09) show moderate average errors, while linear 

regression reports the highest MAE of 3.23, suggesting weaker performance in modeling the 

system with tubing.  

RMSE values further differentiate the models based on their sensitivity to larger errors. FCNN 

records the lowest RMSE at 2.26, suggesting strong robustness and reduced influence from outliers 

or large deviations. XGBoost again performs well with an RMSE of 2.57, followed by polynomial 

regression at 2.74. In contrast, random forest (3.28), decision tree (4.45), and linear regression 

(4.77) show higher RMSE values, indicating more pronounced larger prediction errors.  

For the coefficient of determination (R²), FCNN achieves the highest score at 95.79%, reflecting 

its strong ability to explain the variance in the data. XGBoost also shows a high R² value of 

94.29%, while polynomial regression (93.52%) and random forest (90.83%) perform slightly 

lower. Decision tree and linear regression record R² scores of 83.05% and 84.11%, respectively. 

These results indicate that both FCNN and XGBoost offer consistent and accurate predictions for 

system behavior with tubing, supported by high variance explanation and low error metrics. 

 
Figure 155. MAE, RMSE, and R2 score comparison for Model 2 output with tubing 

Given its detailed and dynamic predictions, Model 2 using the FCNN architecture was selected as 

the preferred model for subsequent analysis and application. 
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Table 28. MAE, RMSE, and R2 score values for Model 2 output with tubing 

Parameter Value  
MAE RMSE R

2
 Score (%) 

Linear Regression 3.23 4.77 84.11 
Polynomial Regression 1.06 2.74 93.52 
Decision Tree 1.09 4.45 83.05 
Random Forest 0.91 3.28 90.83 
XGBoost 0.68 2.57 94.29 
Fully Connected Neural Network 0.64 2.26 95.79 

Feature Importance Analysis 

To evaluate the relative importance of each input feature on the model’s predictive performance, 

permutation feature importance was applied to the fully connected neural network (FCNN). In this 

method, the trained FCNN model was kept fixed, and the input validation dataset was 

systematically perturbed. For each feature, its values were randomly shuffled across all samples, 

effectively disrupting the original relationship between that feature and the target variable, while 

leaving all other features unchanged. The perturbed input dataset was then fed through the FCNN 

to generate new predictions. The mean absolute error (MAE) was computed for each perturbed 

case and compared to the baseline MAE obtained using the unaltered dataset. The increase in MAE 

after permuting a given feature quantifies the loss of predictive accuracy caused by breaking the 

feature-target relationship, and thus serves as a direct measure of that feature’s importance. 

Features causing greater degradation in model performance were considered more influential. 

Finally, the importance scores were normalized to enable comparison across features and 

visualized using a radar plot. 

The results, shown in Figure 156, highlight that Inlet Temperature, Ambient Temperature, Wind 

Speed, and Solar Radiation are the most critical features affecting surface temperature predictions. 

Initial Temperature showed moderate importance, while Bridge Length, Tube Spacing, and 

Flowrate had the least influence on model predictions. This aligns with prior sensitivity findings 

and underscores the physical relevance of the selected inputs. 

 
Figure 156. Permutation-based feature importance for FCNN model predictions visualized as radar plot: 

a) without tubing, and b) with tubing  
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Temperature Prediction Interactive Tool 

To support practical deployment and real-time decision-making, an interactive tool was developed 

that integrates a trained fully connected neural network (FCNN) with a web-based interface. The 

tool features an embedded interactive map of Montana that displays the geographic locations of 

all bridge decks analyzed in this study. When a user selects a specific bridge location on the map, 

the tool retrieves and displays the live ambient temperature (°C), wind speed (km/h), and solar 

radiation (W/m²) for that site, using real-time weather data sources. Figure 157 shows the 

interactive map interface with bridge locations across Montana. 

 
Figure 157. Interactive map of Montana showing bridge deck locations 

The core of the tool is the embedded FCNN model, which predicts bridge deck surface temperature 

under various design and environmental conditions. Users are prompted to specify two types of 

input parameters: (1) fixed values that remain constant throughout the simulation and (2) time-

varying values that may change during the prediction window. The fixed parameters include bridge 

length (m), initial surface temperature (°C), inlet fluid temperature (°C), flow rate (L/min), and 

tube spacing (cm). The tool also allows users to choose between the “with tubing” or “without 

tubing” configurations to reflect different design scenarios. Figure 159(a) and Figure 159(b) 

display the fixed and variable input sections of the tool interface, respectively. 

For the time-varying parameters, the user provides a sequence of ambient temperature (°C), wind 

speed (km/h), and solar radiation (W/m²) values, along with the duration (hours) for which each 

set of conditions remains constant. The tool supports the addition of an unlimited number of 

segments, allowing users to simulate realistic environmental transitions over time. For each 

segment, the model uses the ending surface temperature of the previous segment as the initial 

condition for the next. This sequential logic ensures that transient effects and thermal lag are 

appropriately captured. Once the input is defined, the tool predicts and plots the surface 

temperature versus time, enabling dynamic evaluation of system behavior. 

Figure 159 presents the prediction output for a two-segment scenario under the "with tubing" 

condition, with a bridge length of 1.5 m, initial surface temperature of −10°C, inlet temperature of 

10°C, flow rate of 25 L/min, and tube spacing of 20 cm. The first segment simulates 12 hours of 

conditions with ambient temperature of −10°C, wind speed of 10 km/h, and solar radiation of 0 
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W/m². The second segment maintains the same ambient temperature and wind speed but increases 

the solar radiation to 490 W/m², sustained for an additional 12 hours. The output plot visualizes 

how the surface temperature evolves in response to these environmental changes. 

 
Figure 158. Input parameters interface for: (a) fixed parameters, and (b) variable parameters 

 
Figure 159. Predicted surface temperature over time for a two-segment “with tubing” scenario 



  

Final Report Summary 

  

 

Civil Engineering Department, CE    Page 156 

 

CHAPTER 8: NUMERICAL MODELING – CULVERT 

Seasonal and extreme cold weather conditions pose persistent challenges to maintaining the 

functionality and safety of roadway infrastructure in northern regions. Ice formation within and 

around culverts can obstruct water flow, cause localized flooding, and hinder aquatic organism 

passage, resulting in both ecological disruption and economic losses. Repeated freeze–thaw cycles 

in the soil surrounding the culvert degrade the mechanical properties of the backfill material, 

weakening the support zone and accelerating erosion or slope instability. Maintaining the 

temperature of the surrounding soil above 0 °C can help mitigate these effects, ensuring long-term 

geotechnical stability and reducing the risk of structural failure or maintenance-intensive erosion 

repairs. This chapter presents data collected and analyzed from numerical simulations to evaluate 

the effectiveness of a geothermal culvert deicing system in mitigating ice buildup and thermal 

degradation of frost-susceptible soils. The research summarized here will be submitted for 

publication in a peer-reviewed journal. 

Model Development and Validation 

To assess the feasibility and effectiveness of a geothermal culvert deicing system under Montana’s 

cold climate conditions, a three-dimensional numerical model was developed using COMSOL 

Multiphysics. This model simulated the thermal behavior of a concrete culvert embedded in frost-

susceptible soil, incorporating embedded geothermal heat exchanger tubing through which a 

glycol-water mixture circulated. The model focused on capturing transient heat transfer processes 

within the culvert structure and surrounding soil, using thermal physics interfaces available in 

COMSOL Multiphysics. Thermal conduction was considered the primary mechanism through the 

concrete and soil, while convection was modeled both internally within the tubing (between the 

fluid and the pipe walls) and externally at culvert faces exposed to ambient air. Radiative heat loss 

was also included at these exposed boundaries to simulate energy exchange with the environment. 

Solar input and snow accumulation were intentionally excluded to focus the study on thermal 

performance during wintertime freezing conditions. 

The model geometry included a 2 m × 2 m × 2 m soil domain with a centrally placed concrete 

culvert with an internal radius of 30.5 cm and wall thickness of 7.5 cm. Heat exchanger tubing was 

embedded in a spiral configuration along the culvert wall. Fluid flow from inlet to outlet was 

defined along this tubing network, with flow properties derived from laboratory standards. The 

soil and culvert domains were discretized using a structured mesh, enabling high-resolution 

tracking of temperature gradients around the heat source. 

To ensure that the model provided realistic and reliable outputs, the numerical model was validated 

using already previously published studies. Following the validation, model was used to simulate 

realistic operating scenarios for geothermal culvert heating in Montana. Ground and ambient 

temperature inputs were derived from site-specific datasets, and simulations were run for a range 

of inlet fluid temperatures, boundary conditions, and operational configurations. These scenarios 

laid the foundation for the parametric and sensitivity analyses presented later in the study, with the 

validated model serving as a reliable tool for evaluating system performance under diverse 

environmental conditions. 
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Results and Discussion 

This section summarizes the thermal performance of a geothermal culvert deicing system based 

on three dimensional numerical simulations. The primary aim was to assess the system’s ability to 

raise culvert and soil temperatures under winter conditions, using inlet fluid temperatures of 10°C 

and 50°C, representing low and high geothermal potential in Montana. Simulations incorporated 

validated material properties and realistic thermal boundary conditions. In addition, sensitivity 

analyses were conducted to evaluate the influence of parameters such as ambient temperature, inlet 

temperature, fluid flowrate, soil conductivity, tube spacing, and operating duration. 

Two heat exchanger tubing configurations, spiral and longitudinal, were tested to identify which 

produced more uniform heating. Both configurations had approximately equal tubing length and 

contact area. Results after 50 hours showed that while soil temperatures were comparable, the 

spiral configuration resulted in more consistent temperatures within the culvert, minimizing cold 

spots. The longitudinal layout created concentrated heating along tube paths. Based on this 

outcome, the spiral configuration was selected for subsequent simulations. 

A baseline model was developed with −8°C ambient temperature, 20 cm tube spacing, 20 L/min 

flowrate, and 2.0 W/m·K soil conductivity, conditions representative of Montana’s winter climate 

and typical backfill properties. Quantitative results illustrate that with a 10°C inlet, culvert surface 

temperatures rose to ~3°C, while 50°C inlet led to more than 25°C at the culvert surface and 

sustained above-freezing soil temperatures in the surrounding domain. All heated simulations 

showed a thermal peak along the culvert wall where the tubing was embedded. 

The simulations demonstrated that geothermal heating can effectively elevate culvert and subgrade 

temperatures under cold conditions. Performance was strongly influenced by inlet fluid 

temperature, 50°C inlet provided broader heat distribution than 10°C. The tubing layout also 

played a significant role, with spiral configurations offering better thermal uniformity than 

longitudinal arrangements. These results serve as a basis for future optimization and practical 

deployment of geothermal deicing systems in cold climates. 

Parametric Studies 

To assess how various environmental and design factors influence the thermal behavior of the 

geothermal culvert deicing system, a set of controlled parametric simulations was performed. Each 

scenario was derived from the baseline model by varying a single parameter while holding all 

others constant, allowing for a clear evaluation of its individual influence. The temperature 

distribution for each case was extracted along the same vertical plane, which was 0.5 m from the 

front culvert surface, to ensure consistent interpretation across scenarios. Parameters examined 

included ambient temperature, heating duration, tube spacing, fluid flowrate, and soil thermal 

properties. 

Figure 160 presents the system's response to varying ambient temperatures, ranging from 0°C to 

−20°C, for both low (10°C) and high (50°C) inlet fluid temperatures. At 10°C inlet temperature, 

the culvert surface could be warmed above freezing for ambient temperatures down to 

approximately −16°C, demonstrating its potential for mitigating surface icing under moderately 

severe winter conditions. However, thermal gains in the surrounding soil were more limited; at a 

radial distance equal to the culvert’s radius (0.33 m), soil temperatures exceeded 0°C only when 
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the ambient temperature was −4°C or higher. When the inlet fluid temperature was raised to 50°C, 

the system exhibited substantially improved thermal coverage. Culvert surface temperatures rose 

to over 30°C at 0°C ambient air, and remained near 23°C even under −20°C conditions. Moreover, 

at a radial distance of 0.33 m, soil temperatures stayed above freezing across the entire ambient 

temperature range tested. At twice that distance (0.66 m), corresponding to the culvert diameter, 

the soil remained thawed for ambient conditions as cold as −8°C. These results underscore the 

capability of high-temperature geothermal inputs to deliver reliable structural and subsurface 

deicing, even in extreme cold climates. 

 
Figure 160. Effect of different ambient temperatures along the studied cut line 

Figure 161 illustrates how operational duration influences the thermal behavior of the geothermal 

culvert deicing system. This evaluation is intended to inform how long the system must be operated 

to achieve effective deicing in both the culvert structure and surrounding soil during winter 

weather. Figure 161a displays the temperature profiles along the predefined cut line (0.5 m from 

the front culvert face) after varying operational periods, ranging from 5 to 45 hours. Figure 161b 

and 162c provide temperature contour plots for the 5-hour and 45-hour cases, respectively. The 

findings highlight the time-dependent progression of heat diffusion from the tubing through the 

concrete and into the soil. For a 10°C inlet fluid temperature, the culvert wall temperature rises to 

a range of approximately -2°C to 0°C after 5 hours. However, this initial warming remains largely 

confined to the concrete, with little measurable impact on the soil beyond roughly 0.33 meters, the 

culvert’s radius. By 15 hours, the culvert temperature surpasses the freezing point, suggesting that 

extended operation is needed to sustain deicing. At 50°C inlet temperature, thermal effects develop 

much faster, after 5 hours, the culvert temperature exceeds 15°C. Still, the warming remains near 

the tubing in the early phase. By 15 hours, however, temperatures at 0.33 meters into the soil rise 

above 0°C, indicating faster heat transfer with higher inlet temperatures. After 45 hours, the 

thermal influence extends to roughly 0.66 meters from the culvert, equal to its diameter, raising 

temperatures above freezing even in more distant frost-prone soils. This progression is clearly 
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depicted in the contour plots, which show expanding heat fronts over time, radiating outward from 

the culvert wall. 

 
Figure 161. (a) Effect of different operational times on temperature along the studied cut line, (b) 

temperature contours after 5 hours, and (c) temperature contours after 45 hours 

Figure 162 shows how varying the spacing between heat exchanger tubes influences the 

temperature distribution within the culvert and adjacent soil after 50 hours of system operation. 

For each tube spacing configuration, the temperature profile was extracted along a cut line 

positioned midway between adjacent tubing loops to capture the area most distant from the heating 

source. This method ensured a consistent and conservative evaluation of system performance, 

focusing on regions most susceptible to insufficient heating. Tube spacing refers to the center-to-

center distance between successive spirals. Results indicated that smaller spacing led to more 

consistent and elevated temperatures throughout the culvert cross-section. As shown in Figure 

162a, with a 10°C inlet temperature, the system maintained culvert wall temperatures above 

freezing for 20 cm, 25 cm, and 30 cm spacings. However, in the 35 cm case, temperatures remained 

marginally below 0°C, although the rising trend suggested that longer operation might achieve 

deicing. These results also revealed that increasing spacing reduces temperature uniformity, 

creating cooler zones between heat paths, a critical consideration under harsher weather or shorter 

heating durations. When the inlet fluid temperature was raised to 50°C, the system successfully 

elevated culvert and soil temperatures above freezing for all tested spacings (20–40 cm) at a 

distance of 0.33 m from the culvert. However, only the 20 cm, 25 cm, and 30 cm cases achieved 

above-freezing conditions at 0.66 m from the culvert wall. These findings highlight that although 

higher fluid temperatures can improve performance at wider spacings, closer tube placement is 

still crucial for achieving widespread and reliable heating in frost-prone areas. 
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Figure 162. (a) Effect of different tube spacings on temperature along the studied cut line, and (b) plan 

view of culvert showing tube spacing 

Figure 163 illustrates the influence of varying fluid flowrates, 10, 15, 20, and 25 L/min, on the 

thermal performance of the geothermal culvert deicing system. These relatively high flowrates 

were chosen to ensure minimal temperature drop along the tubing length, allowing the fluid to 

maintain near-inlet temperatures and deliver heat uniformly throughout the culvert. As a result, 

only small differences in temperature were observed across the tested flowrates. With a 10°C inlet 

temperature, the culvert surface consistently reached above freezing, demonstrating sufficient 

heating for deicing across the full range of flowrates. Slight increases in temperature at higher 

flowrates were attributed to improved convective transfer at the pipe-wall interface, although 

overall performance remained similar. Under the 50°C inlet condition, the system maintained soil 

temperatures above 0°C even at 0.66 m from the culvert, regardless of flowrate, demonstrating 

better deicing capability. These findings suggest that once flowrate is adequate to minimize heat 

loss along the tubing, further increases yield diminishing returns in thermal performance. 

However, significantly lower flowrates, such as 1–2 L/min, would likely result in more 

pronounced thermal losses along the tubing and diminished heating at the downstream end, 

especially under extreme cold conditions. 
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Figure 163. Effect of different fluid flow rates on temperature along the studied cut line 

Figure 164 shows how soil thermal conductivity affects the performance of the geothermal culvert 

deicing system. Simulations were conducted using soil conductivities of 1.5, 2.0, and 2.5 W/m·K 

to reflect typical variations in compaction and moisture content encountered in field conditions. 

While culvert temperatures remained consistent across all cases, differences in heat propagation 

became evident in the surrounding soil. Lower conductivity soils (1.5 W/m·K) showed more 

localized heating, with elevated temperatures concentrated near the culvert and limited reach into 

the surrounding backfill. In contrast, higher conductivity soils (2.5 W/m·K) enabled greater heat 

diffusion but resulted in slightly lower temperatures near the culvert due to more distributed energy 

flow. This trade-off reflects the fixed thermal input in each case: in low-conductivity soils, heat 

remains localized, while in high-conductivity soils, it spreads more widely. For the 10°C inlet case, 

the culvert consistently reached above 0°C regardless of soil type. At 50°C, both culvert and soil 

temperatures exceeded freezing even at a distance of one culvert diameter (0.66 m). However, 

beyond this range, deicing performance diminished in low-conductivity soils. These findings 

highlight the importance of considering soil thermal properties during system design, as they 

directly influence the spatial extent and uniformity of heating in frost-susceptible zones. 
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Figure 164. Effect of thermal conductivity of soil on temperature along the studied cut line 

Effect of Boundary Conditions 

To evaluate how internal culvert conditions affect thermal performance, simulations were carried 

out under two boundary scenarios: one with the culvert interior filled with ice, and another with 

stagnant water. These scenarios reflect common winter and transitional seasonal conditions, where 

culverts may either freeze completely or retain trapped water. The aim was to assess how the 

internal phase, solid or liquid, modulates heat transfer within the culvert and its surroundings, and 

whether it hinders or enhances deicing efficiency. Simulations were conducted for both 10°C and 

50°C inlet fluid temperatures across multiple ambient conditions. 

Figure 165 illustrates the thermal behavior of the system when the culvert is initially filled with 

ice. To realistically capture this condition, the model incorporated phase change to simulate the 

melting process. The ice was assumed to begin at ambient temperature, consistent with prolonged 

cold exposure. Figure 165a presents temperature profiles along the defined cut line after 50 hours 

for ambient temperatures of 0°C, −4°C, and −8°C, while Figure 165b and 14c display temperature 

contours for the −8°C case at 5 and 50 hours, respectively. Results indicate that the presence of ice 

increases the system’s thermal load due to the latent heat required for melting. Despite this, the 

surrounding concrete and soil temperatures closely mirror those from previous scenarios without 

internal ice, suggesting limited impact on external heat transfer. The results suggested that fter 50 

hours, ice near the culvert wall has melted, but central ice remains below zero.  
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Figure 165. (a) Effect of ambient temperature with ice inside culvert along the studied cut line, (b) 

temperature contours after 5 hours, and (c) temperature contours after 50 hours 

Figure 166 shows the system’s thermal performance when the culvert is filled with stagnant water, 

assumed to remain at a constant initial temperature of 4°C. This setup represents a conservative 

case, as stagnant water, lacking convective mixing, is more prone to freezing than flowing water. 

Figure 166a shows temperature profiles along the designated cut line after 50 hours of operation 

for ambient temperatures of 0°C, −4°C, and −8°C, while Figure 166b and 15c present contour plots 

at 5 and 50 hours for the −8°C condition. The presence of water inside the culvert had minimal 

influence on the surrounding thermal field. Temperature distributions within the concrete and 

adjacent soil closely aligned with results from earlier simulations, including those with ice-filled 

culverts. Notably, the internal water temperature remained above freezing throughout the 

simulation period for both 10°C and 50°C inlet conditions. These results indicate that the 

geothermal system effectively prevents freezing within the culvert, even under extended exposure 

to subfreezing ambient temperatures, thereby reducing the likelihood of internal ice formation in 

stagnant water scenarios. 
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Figure 166. (a) Effect of ambient temperature with water inside culvert along the studied cut line, (b) 

temperature contours after 5 hours, and (c) temperature contours after 50 hours 

Sensitivity Analysis 

A sensitivity analysis was performed to identify which parameters most significantly influence the 

thermal effectiveness of a geothermal culvert deicing system. The analysis focused on soil 

temperatures at two representative distances from the culvert: one corresponding to the culvert’s 

radius (0.33 m) and the other to its diameter (0.66 m). These distances were selected to evaluate 

how well the system performs both near the culvert wall and farther into the surrounding soil. The 

baseline model used for comparison incorporated moderate winter conditions, with an ambient air 

temperature of -8°C, a 20°C inlet fluid temperature, a 30-hour operational duration, a spiral tubing 

arrangement with 20 cm spacing, soil thermal conductivity of 2.0 W/m·K, and a fluid flowrate of 

20 L/min. This setup represented average values within the parameter ranges examined, providing 

a balanced basis for assessing the influence of both increases and decreases in each parameter. 

At the location near the culvert wall, the soil temperature under baseline conditions was 

approximately -2.0 °C. Among the parameters evaluated, ambient air temperature had the most 

significant impact. Lowering the ambient temperature to -20°C caused the soil temperature to drop 

by over 9°C, while raising it to 0°C increased the soil temperature by more than 6°C, indicating a 

total variation of around 15°C. Inlet fluid temperature was the second most influential factor, with 

changes from 10°C to 50°C leading to an approximate 8°C difference in soil temperature. 

Operational time also played a major role, extending the heating duration from 5 to 50 hours 

produced a temperature difference of nearly 8°C. Parameters such as tube spacing, soil thermal 

conductivity, and flowrate demonstrated a lesser but still noticeable influence. Changes to these 



  

Final Report Summary 

  

 

Civil Engineering Department, CE    Page 165 

 

inputs affected the temperature to a smaller degree compared to ambient conditions, inlet 

temperature, and operational time, particularly within the immediate vicinity of the culvert. 

At the farther distance corresponding to the culvert diameter, the trends remained consistent, 

though the magnitude of temperature differences varied. Ambient temperature continued to 

dominate, with a total impact of nearly 18°C across the tested range. Inlet temperature produced a 

smaller change in soil temperature, approximately 6°C, compared to its influence closer to the 

culvert. Similarly, the impact of operational time was reduced, yielding around a 5°C difference 

between the shortest and longest durations tested. The remaining parameters exhibited even less 

pronounced effects at this greater distance, indicating their limited influence on soil temperatures 

beyond the near-field zone. 

In summary, ambient air temperature, inlet fluid temperature, and operational duration are the most 

critical factors influencing the thermal reach and intensity of the deicing system. These parameters 

should be given priority during system design and planning to maximize performance. Although 

parameters like tube spacing, soil thermal conductivity, and fluid flow rate also contribute, their 

effects are more modest, particularly in areas farther from the culvert wall. 
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CHAPTER 9: SUMMARY AND CONCLUSION 

Summary 

This report presents a comprehensive study of shallow geothermal bridge deck deicing systems, 

tailored for cold climates such as those in Montana. The research integrates field surveys, literature 

review, experimental testing, numerical modeling, and machine learning to evaluate the feasibility 

and performance of these systems under representative winter conditions. The primary objective 

was to understand the potential of geothermal systems to prevent snow accumulation, mitigate ice 

formation, and reduce concrete deterioration due to thermal gradients and freeze–thaw cycling. 

The study begins with a statewide survey of current winter maintenance practices by the Montana 

Department of Transportation (MDT). Findings highlighted current reliance on traditional deicing 

methods such as salt and sand application, which incur significant environmental and operational 

costs.  

A detailed literature review followed, covering shallow geothermal energy fundamentals, system 

components (primary and secondary units), and construction methods. Global case studies from 

China, Japan, Switzerland, and the U.S. were reviewed, along with laboratory and numerical 

investigations on tube spacing, fluid temperature, and soil properties. These references provided a 

contextual basis for Montana’s climate and infrastructure needs. 

To experimentally evaluate geothermal system performance, two model-scale bridge decks were 

constructed and tested in Montana State University’s Subzero Research Laboratory. One model 

focused on snow melting and frost mitigation; the second addressed early-age cracking in cold-

cured concrete. Representative Montana weather conditions were simulated using data from RWIS 

stations. Strain gauges and thermocouples were installed at different depths in the bridge deck. 

The experiments demonstrated the system's ability to elevate deck surface temperatures and reduce 

thermal gradients under moderate winter scenarios. In the early-age curing tests, the geothermal 

system moderated peak curing temperatures, mitigating thermal shrinkage risk. 

To simulate a wider range of conditions, a three-dimensional finite element model was developed 

in COMSOL Multiphysics. This model was calibrated using experimental data and used to 

simulate scenarios with 10°C and 50°C inlet fluid temperatures. The 10°C condition represents 

typical shallow geothermal potential in Montana, while 50°C reflects higher geothermal zones 

such as those near hot springs. The numerical simulations evaluated heat transfer in the concrete 

deck and surrounding soil and assessed operational effectiveness under various ambient 

conditions, inlet temperatures, flowrates, tubing layouts, and durations. 

Additionally, snow melting performance was evaluated in a controlled lab environment using 

staged snow application and solar radiation simulation. Tests with and without geothermal heating 

showed that passive solar gain alone was inadequate to melt snow due to its insulating nature. 

However, the active geothermal system consistently raised deck surface temperatures to above 

freezing, initiating melt under both light and moderate snow loads. 

To enhance decision-making capability, a machine learning (ML) framework was developed using 

results from over 2,000 COMSOL simulations. Two ML models were created: one to predict 

stabilized outcomes like deicing time and final surface temperature, and another for continuous 

surface temperature prediction at 0.1-hour intervals. ML algorithms including XGBoost and 
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FCNN were trained on environmental and design variables. Feature importance analysis aligned 

with earlier simulation results, highlighting ambient temperature, inlet temperature, and solar 

radiation as dominant factors. 

In addition to bridge deck systems, the study also evaluated the feasibility of using geothermal 

heating for deicing concrete culverts and protecting surrounding frost-susceptible soils. A separate 

three-dimensional COMSOL Multiphysics model was developed to simulate heat transfer within 

a culvert structure embedded in compacted sandy soil. The model was validated using 

experimental and field data from prior geothermal studies. Simulations with 10°C and 50°C inlet 

fluid temperatures were conducted under representative Montana winter conditions, including 

scenarios with water- and ice-filled culverts. The results demonstrated that the geothermal system 

could raise culvert and adjacent soil temperatures above freezing, mitigating risks of ice blockage, 

frost heave, and freeze–thaw degradation. Parametric and sensitivity analyses showed that ambient 

temperature, inlet fluid temperature, and operational duration were the most influential variables 

affecting system performance. These findings highlight the broader applicability of geothermal 

systems beyond bridge decks and support their integration into winter infrastructure maintenance 

strategies. 

Conclusion 

Bridge deck deicing system 

This study concludes that shallow geothermal systems are a promising solution for winter bridge 

deck deicing and the mitigation of concrete deterioration in cold climates like Montana. Through 

integrated laboratory testing, numerical modeling, and predictive analytics, the research 

demonstrates the system’s ability to raise deck temperatures, reduce thermal strain, and mitigate 

risks associated with snow, ice, and freeze–thaw cycles. 

Two physical bridge deck models were tested in MSU’s Subzero Research Laboratory. The first 

model, targeting snow and ice removal and frost action mitigation, was tested under controlled 

Montana weather conditions. With an inlet fluid temperature of approximately 8°C, the system 

successfully raised bridge deck surface temperatures above 0°C under mild conditions. The system 

also reduced thermal strains, average strains dropped by 40%, and peak strains by 18%, compared 

to the case without heating. While the system did not fully eliminate frost action or thermal 

gradients, it notably improved the internal thermal profile. The second model, designed for early-

age concrete behavior, showed that the geothermal system helped reduce the difference between 

peak curing and stabilized temperatures, suggesting improved control over thermal shrinkage 

during early-age curing. 

The validated COMSOL model simulated the system under Montana-specific boundary 

conditions. For an inlet fluid temperature of 10°C, the system effectively raised deck surface 

temperatures above freezing and reduced strain under moderate winter conditions. The 50°C fluid 

condition demonstrated better performance, achieving soil and concrete temperatures above 

freezing even during extreme cold scenarios and providing meaningful reductions in frost 

penetration. 

In laboratory snow-melting tests, the geothermal system proved more effective than passive solar 

radiation alone. Snow applied at deck temperature showed minimal melting under solar input, 
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highlighting the insulating effects of snow. Activation of the geothermal system elevated deck 

surface temperatures to 0°C, initiating melting under both light and moderate snow conditions. 

This finding shows the importance of proactive geothermal systems during overcast or heavy 

snowfall events. 

The machine learning models provided accurate and efficient predictions of deck surface 

temperatures under a wide range of environmental and operational inputs. XGBoost performed 

better for stabilized outcome predictions, while the FCNN model performed better in continuous 

temperature time-series forecasting. Feature importance analysis showed ambient temperature had 

the greatest effect on system performance, followed by inlet fluid temperature and solar radiation. 

Flowrate and tube spacing had secondary influence, suggesting that geothermal system design 

should prioritize responsiveness to external weather conditions. 

Ambient temperature consistently emerged as the most influential parameter across experimental, 

numerical, and machine learning results. In sensitivity analyses, reducing ambient temperature 

from 0°C to −20°C lowered surface temperature by over 15°C, demonstrating its dominant role in 

thermal performance. While other parameters such as inlet temperature and operational duration 

showed notable impacts, their effects were comparatively smaller. 

Finally, geospatial analysis showed that geothermal viability in Montana varies significantly by 

location. Subsurface temperature data from over 1,000 wells ranged from 3.6°C to 49.5°C, with 

higher values representing hot spring locations. Coupled with weather data from RWIS stations, 

these findings support targeted deployment of geothermal systems in high-priority areas where 

thermal demand and geothermal potential align. 

In conclusion, this study establishes a validated, data-driven framework for geothermal bridge 

deck deicing in Montana. The results indicate that shallow geothermal systems offer substantial 

potential for reducing infrastructure deterioration, improving winter maintenance effectiveness, 

and enhancing public safety. Future work should focus on conducting long-term field trials, 

assessing economic feasibility, and developing integrated smart operational controls to support 

widespread implementation. 

Culvert deicing system 

The numerical modeling results for culvert showed that a 10°C inlet fluid temperature could 

elevate culvert surface temperatures to approximately 3°C and maintain near-surface soil 

temperatures above freezing under moderate winter conditions. With a 50°C inlet fluid 

temperature, the system demonstrated significantly improved performance, raising culvert wall 

temperatures to over 25°C and maintaining soil temperatures above 0°C at distances up to 0.66 m 

from the culvert surface, even at ambient temperatures as low as −20°C. Spiral tubing layouts 

produced more uniform heat distribution than longitudinal configurations. Simulations with 

internal ice or water showed that the culvert fill material had minimal influence on external soil 

temperature distribution, although ice required extended heating due to latent heat effects. 

Sensitivity analysis showed ambient temperature as the most influential parameter, followed by 

inlet temperature and operational time. These results highlight the potential of geothermal systems 

for culvert deicing and subgrade protection, especially when high inlet temperatures and extended 

operational periods are feasible. 
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APPENDIX A: SURVEY OF ROAD MAINTENANCE ACTIVITIES 

WITHIN MONTANA STATE 

The purpose of this study is to investigate the feasibility of the use of a ground-coupled system 

that utilizes heat energy harvested from the ground as an alternative for deicing/anti-icing bridges 

and culverts. This study is being conducted through Montana State University. This questionnaire 

asks about the typical road/bridge maintenance activities in Montana. Your response will be 

anonymous, and your participation is entirely voluntary. If there are items you do not feel 

comfortable answering, please skip them. Thank you for cooperation. 
 

1- Based on the pavement condition (e.g. low, medium, and high), what are the fundamental strategies 

of MDT for road maintenance operation in winter?  

Strategies and Tactics 

Pavement Condition** 

Within-winter weather event 

Pavement Condition** 

After/end-of-winter weather event 

Low1 Medium2 High3 Low1 Medium2 High3 

Anti-icing/Pre-wetting       

Deicing       

Mechanical removal alone       

Mechanical removal and abrasive*       

Mechanical removal and anti-icing       

Mechanical removal and deicing       

Combination of tactics (Please 

describe them here) 

      

* Abrasive materials are listed in item 9 

 
** Pavement Condition Categories 

Pavement Condition Pavement Snow and Ice Conditions 
1 Low Conditions 5 and 6 
2 Medium Conditions 3 and 4 
3 High Conditions 1 and 2 

 

Condition 1: Dry/wet pavement conditions.  

Condition 2: Snow accumulation occurs occasionally. There are patches of ice or packed snow.  

Condition 3: Snow accumulation occurs regularly. Loose snow or slush ranging up to 5 cm (2 inches) are 

accumulated on the pavement surface. 

Condition 4: Snow accumulation occurs regularly. Ice or packed snow with only bare wheel tracks. 

Condition 5: Pavement surface is covered with ice and compacted snow. 

Condition 6: Pavement surface is covered with significant amounts of snow. Unpassable. 

   

2- What chemicals are being used by MDT for deicing/anti-icing bridge decks? In what form? 

Chemical Solid Temperature Range Liquid Temperature Range 

Sodium chloride (NaCl)     

Calcium chloride (CaCl2)     

Magnesium Chloride (MgCl2)     

Calcium Magnesium Acetate (CMA)     

Potassium Acetate (KAc)     

Blended Products     

Other (Please describe them here)     
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3- Please provide an estimate of the average annual cost of each product used (per gallon or per ton). 

 

4- Does MDT use any of the following bridge deck deicing/anti-icing technologies? 

Bridge deck deicing/anti-icing technology Yes No 

Pre-wetting of solid chemical- in the stockpile   

Pre-wetting of solid chemical- in the spreader   

Pre-wetting of solid chemical- at the point of discharge   

Liquid application directly on the pavement   

Other (Please list them here) 

 

 

 

5- Please provide an estimate of the average annual cost of each technology used. 

 

6- Please provide an estimate of the average annual maintenance and repair cost due to corrosion. 

 

7- How important are the following aspects associated with using chemicals? 

 Very Important Somewhat Important Not Important 

Cost of material     

Environmental impacts    

Increased corrosion    

Pavement deterioration    

Improved Safety    

Public feedback    

Other (Please list them here) 

 

8- What factors aid in the decision about which chemicals are used? 

Cost  

Ease of apply  

Effectiveness  

Availability  

Reduced environmental impacts  

Decreased Corrosion  

Public feedback  

Other (Please list them here) 

 

 

 

9- What abrasives materials are being used by MDT? 

Crushed Stone  

Sand  

Metallurgical Slag  

Bottom Ash  

Natural River Sand  

Others (Please list them here)  

10- Does MDT have an abrasive clean-up plan in place? 
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11- How important is entry of abrasives into waterways as a negative aspect of using abrasive? 

 

12- Does MDT have access to the following weather information systems to aid in winter road maintenance 

activities? At what level? 

RWIS1  

Weather Channel (Cable)  

NWS2/NOAA3  

DTN4  

Other special weather information service 

(Please list them here) 

 

 

 

1 RWIS: Road Weather Information System 

2 NWS: National Weather System 
3 NOAA: National Oceanic and Atmospheric Administration  
4 DTN: Data Transmission Network 
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APPENDIX B: SURVEY OF CULVERT MAINTENANCE ACTIVITIES 

WITHIN MONTANA STATE 

The purpose of this study is to investigate the feasibility of the use of a ground-coupled system 

that utilizes heat energy harvested from the ground as an alternative for deicing/anti-icing bridges 

and culverts. This study is being conducted through Montana State University. This questionnaire 

asks about the typical road culvert maintenance activities in Montana. Your response will be 

anonymous, and your participation is entirely voluntary. If there are items you do not feel 

comfortable answering, please skip them. Thank you for cooperation. 
 

1- What are the fundamental strategies of MDT for culvert maintenance operations in winter?  

Strategies and Tactics 
Within-winter weather event After-winter weather event 

Before Ice Jam After Ice Jam Before Ice Jam After Ice Jam 

Anti-icing     

Deicing     

Mechanical removal alone     

Mechanical removal and anti-icing     

Mechanical and removal deicing     

Using electric heat cables     

Combination of tactics (Please 

describe them here) 

 

 

    

2- Please provide an estimate of the average annual cost of each technology used. 

 

3- Does MDT use any of the following chemicals for anti-icing/deicing of road culverts? In what form? 

Chemical Solid Temperature Range Liquid Temperature Range 

Sodium chloride (NaCl)     

Calcium chloride (CaCl2)     

Magnesium Chloride (MgCl2)     

Calcium Magnesium Acetate (CMA)     

Potassium Acetate (KAc)     

Blended Products     

Other (Please describe them here) 

 

    

 

4- Please provide an estimate of the average annual cost of each product used (per gallon or per ton). 

 

5- How important are the following aspects associated with using chemicals? 

 Very Important Somewhat Important Not Important 

Cost of material     

Environmental impacts    

Increased corrosion    

Pavement deterioration    

Improved Safety    

Public feedback    

Other (Please list them here) 
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6- What factors aid in the decision about which chemicals are used? 

Cost  

Ease of apply  

Effectiveness  

Availability  

Reduced environmental impacts  

Decreased Corrosion  

Public feedback  

Other (Please list them here) 

 

 

 

7- What factors are considered in the maintenance of culverts? 

Water PH  

Abrasion and erosion  

Freeze-thaw  

Inlet fluid temperature  

Crown corrosion due to seepage of 

ground water that contains road salts 

 

Other (Please describe them here) 

 

 

 

 

8- Please provide an estimate of the average annual maintenance and repair cost due to corrosion. 
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APPENDIX C: REQUIRED INFORMATION 
 

The purpose of this study is to investigate the feasibility of the use of a ground-coupled system that utilizes 

heat energy harvested from the ground as an alternative for deicing/anti-icing bridges and culverts. This 

study is being conducted through Montana State University. This questionnaire asks about: 1) the most 

common type of bridges and culverts in the state of Montana, 2) the availability of time histories of the 

weather information for 73 stations of Road Weather Information System, RWIS, and 3) Montana statewide 

car crashes with snow or ice as a contributing factor. Your response will be anonymous, and your 

participation is entirely voluntary. If there are items you do not feel comfortable answering, please skip 

them. Thank you for cooperation. 

 

1- Typical bridge culvert dimensions (Critical culvert size) in sites where icing and maintenance are 

known to be a problem. 

- Bridge Culverts: Structures exceeding 6.1 meters measured along centerline of roadway 

Geometry 
Steel Culvert 

Concrete Culvert 
With Concrete Base Without Concrete Base 

Cover height    

Cross-dimensional Shape    

Thickness of culvert    

Length of Culvert    

Width of Culvert    

Culvert coating    

 

2- Typical road culvert dimensions (Critical culvert size) in sites where icing and maintenance are known 

to be a problem. 

Geometry 
Steel Culvert 

Concrete Culvert 
With Concrete Base Without Concrete Base 

Cover height    

Cross-dimensional Shape    

Thickness of culvert    

Length of Culvert    

Width of Culvert    

Culvert coating    

 

3-  Typical dimensions of cast-in-place concrete type of bridges in Montana. 

Geometry   

Length of span Varies widely.  Most are between 50 and 300 ft. 

Width of span Varies.  Most are between 28 and 40 ft. 

Deck Thickness Most common are between 6.5 and 8 inches. 

Reinforcement cover Varies between 0.5 and 2.5 inches 
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4- Representative mix design for cast-in-place concrete which is approved over the past few years.  

Type of Aggregate  

Type of Cement  

Cement-aggregate- water ratio  

Type of additives  

Type of reinforcement Mostly uncoated rebar < 1980’s, mostly epoxy-coated rebar in 

decks since. 

Type of wearing surface Mostly bare concrete, some PMS overlay or thin epoxy, etc. 

Type of protection  

 

5- Time histories of the following weather information from 73 stations of RWIS? 

Weather Information 
Duration 

5 Year 10 Year 30 Year 

Average snowfall accumulation    

Average temperature    

Wind Speed    

Pavement surface temperature    

Pavement Temperature (2 to 10 cm 

below the pavement surface) 

   

 

6- How many of Montana statewide car crashes had snow or ice as a contributing factor between 2010-

2020??  

Year 
Ice Slush Snow 

Road Bridge Road Bridge Road Bridge 

2010       

2011       

2012       

2013       

2014       

2015       

2016       

2017       

2018       

2019       

2020       
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